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Abstract- This paper presents the study of a robust and highly accurate object detection model for classification of food 

items. Our model uses ResNet50 with the optimization of stochastic gradient descent which uses less computational power 

and is space efficient. The model implements transfer learning to achieve higher accuracy even with a small dataset.  In 

order to achieve accurate results we randomly flipped and resized the images from its base resolution to match the real 

world scenario. 
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I. INTRODUCTION 

This project focuses on multiclass object detection in 

single domain. The framework provides with classification of 

multiple food classes. Towards this end, an object detection 

system for classifying food into different classes is achieved. 

Its ability to detect and classify is very accurate. It operates on 

300 x 300 pixel images from which the food items are detected. 

This project can further be used to classify real world objects 

into weapons which can then be proven very useful for security 

purpose. 

There are two key concepts to our project for object 

detection. We will briefly present each of these concepts below 

and then explain them in detail afterwards. 

The first concept is ResNet50 is a CNN which can be 

trained to classify multiple objects. It is a pre trained network 

which can be retrained on a new classification task on 

following simple steps. We use ResNet to implement transfer 

learning which trains highly precise model in less training data. 

The second major concept is the highly efficient Stochastic 

Gradient Descent. It is a simple optimization technique which 

updates the model in response to output of the loss function. 

Stochastic Gradient Descent has been applied to large scale 

classification based machine learning projects, given that data 

is sparse. 

Another contribution is a function which randomly resizes 

and/or flips the image in dataset to match the real world 

condition to improve the accuracy even with small dataset. So 

the data is being edited to improve the accuracy score in the 

testing phase. 

An extremely accurate object detector will have lots of 

practical applications. This project can be trained to classify 

almost any object with little tuning if given the right dataset. 

In addition, the project can be easily operated over cloud 

without any critical system requirements. This model is 

trained to work even with small dataset which increases 

efficiency with small project which do not have large dataset 

in hand. 

 

 

II. FEATURES 

A. ResNet50: 

ResNet stands for residual network. ResNet uses shortcut 

connection also known as identity connection which counters 

the vanishing gradient during back propagation so it doesn’t 

lead to a tiny gradient which can make the learning of initial 

layers intractable. Another advantage of shortcut connection 

is that we can train deeper network faster than possible 

previously [2]. There also exists ResNet101 and ResNet152 

which consists of 101 and 152 layers respectively. We 

implement transfer learning with the help of ResNet in order 

to train accurate model even with a small dataset. Transfer 

learning uses pre-trained model of a large dataset and apply 

its learned feature maps for classification of a different but 

related dataset [8]. ResNet at its core makes use of batch 

normalization which increases the network performance by 

standardizing the inputs. Batch normalization also decreases 

the internal covariate shifts [4] and enables the use of larger 

learning rates [5]. ResNet implements deep learning using 2D 

convolutional neural network. It is very effective when used 

for classification and image recognition purposes [1, 3]. 

 

The weight update equation of neural network is as below: 

 

i i

i

w x + b  

 

Where, 

wi = weight of layer 

xi = input of layer 

b = bias 

 

B. Stochastic Gradient Descent 

We used Stochastic Gradient Descent for optimization of the 

loss function. It is computationally fast as it replaces the costly 

operations [5] and processes one sample at a time. Since 

samples are being processed one by one, space is utilized 

much more efficiently and hence it is easier to fit into 
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memory. Stochastic Gradient takes frequent steps towards 

minima of loss function which in turn helps it to hop out of 

local minimums of the loss function. Stochastic gradient 

descent generalizes the model well with fewer training errors 

[7]. For less amount of training time, it only leads to small 

generalization error. 

III. WORKING 

The core working is based on ResNet50 library. The 50 in 

ResNet indicates the number of layers as being 50. A pre-

trained version of network that has been trained on large 

number of images from database of ImageNet has been 

loaded.  A pre trained model was loaded from ImageNet 

database. This is known as transfer learning in which we use 

a pre trained model on a related dataset. By using this 

technique we achieved very high accuracy even with a small 

dataset. Rather than just using Convolutional Neural 

Network, ResNet is preferred because it is an ensemble of 

various mathematical techniques implemented in Deep 

Learning such as Convolutional2D layer, MaxPooling Layer. 

ResNet also uses identity connections which allow our 

network to have more number of layers by countering the 

vanishing gradient problem. This is further reinforced with 

add-ons like the Flatten, Dense and Dropout Layers. It can 

predict multiple classes of food item. 

 
 Fig. 1: Layers and processing in ResNet 

 

As we can see from the image above, the very first layer in 

ResNet is 2D convolutional neural network layer. Before 

being passed onto the first layer, the dataset is preprocessed 

by undergoing zero padding. Zero padding helps preserve 

features on the edge of matrix. The output of the convolutional 

neural network is then put through batch normalization which 

helps in standardization of the inputs prior to activation 

function. Finally the max pooling layer reduces the 

dimensions of feature map which then decreases the number 

of learning parameters and thus reducing computational 

power. 

IV. RESULT 

A. Training Dataset: 

 

Our training dataset consists of 750 image samples of each 

class each of them being 300 x 300 as base resolution. 

Further the images in dataset are resized and flipped to match 

the real world scenario and to achieve maximum accuracy. 

Initially our model shows a training accuracy of 46.8% which 

goes way high to 90%. Model takes approximately 20 

minutes to train to achieve the maximum accuracy. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2: Sample images of training dataset 

 

B. Test Dataset: 

 

Our validation dataset or test dataset consists of 250 image 

samples of each class. Each of the image samples are of base 

resolution of 300 x 300. Initially our model shows a testing 

accuracy of 74.6%. Later on the accuracy increases to 92%. 

 

 

Fig. 3: Graph depicting training accuracy and validation accuracy against 

epoch 

 

C. Real World Test Cases: 

 

Apart from validation dataset, some image samples were also 

taken in our study. The model performed up to the 

expectations and identified the food items correctly. Below 

are some examples. 

 

 
Fig. 4: Input image samples other than the dataset 
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V. CONCLUSION 

Our study depicted a robust and accurate object detection 

model using ResNet and Stochastic Gradient Descent. Our 

model is very efficient as it can be trained from a small dataset 

and requires low computational power. It correctly classifies 

multiple food items in a given image sample in very less 

amount of time. Previous studies conducted by Gianluigi 

Ciocca et al., 2018 [8] has shown relevant results in similar 

domain with a lower accuracy than our model with ResNet50. 

In future our model can be utilized as base model for 

classification of objects into the weapons in surveillance. 
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