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Abstract: Quantum Computing is a very new and exciting field in IT industry which intersects mathematics, Computer 

Science and Physics Quantum Computing still needed to be grown to a great extent because it can give us a lot of 

achievements for our better future. Computer systems built on the principle of Quantum Mechanics can perform 

difficult calculations very easily which seems to be unachievable for any classic computer system, as those calculations 

requires more memory space and time. In our research paper, we will show an overview and the past history of quantum 

computing, will discuss different algorithmic mechanisms and explores all its suggestions for Cryptography, 

innovations, power structures and day to day life uses. 
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I.  INTRODUCTION 

Basically, to understand the working of quantum computers, 

firstly we must understand the underlying “Principles” upon 

which quantum computing is built (i.e., Quantum 

Mechanics). 

“I think I can safely say that nobody understands quantum 

mechanics”. 

-Feynman 

In 1982, Feynman proposed, the idea of creating machines 

on base of laws of quantum mechanics inspite of the laws of 

classical physics. 

In 1985, “David Deutsch” –  He developed the quantum 

turing machine, showing that quantum circuits are universal. 

In 1994, “Peter Shor” came up with a “Quantum 

algorithm” to factor very large numbers in polynomial time. 

At last in 1994, Peter Shorproved that quantum computing 

could crack crypto systems in polynomial time (e.g., RSA). 

In 1997, A time comes when “LOV GROVER” develops a 

quantum search algorithm with 0 (√n) complexities. 

In our today’s life, we can say that Quantum Computing is 

one of the most important topics in the technology sector for 

the best working in future. Many technical fields like 

cryptography, chemistry, quantum simulation, optimization 

and machine learning have been developed to a great level by 

using quantum computing. D-wave, has taken a distinctly 

different approach in building “Gated” quantum computer 

systems. “D-wave” used a different term to describe quantum 

computing (i.e. Quantum Annealing). Since this is the case 

bottleneck today, many entities are focused on developing 

quantum computing hardware. Again, this includes both the 

listed technology giants and relatively new start-ups like QC 

wave, Rigetti, IonQ, and Quantum Circuits. 

 

II. Fundamentals of Quantum Computing 

Some terms, like “Super Position” and “Entanglement” are 

what make quantum computer, so great and different from 

ordinary computers. Ordinary computer transmits 

information through bits which can be represented by a string 

of (1’s and 0’s).  

However, Quantum Computers, use qubitsthose are for 

memory storage which can easily hold a linear superposition 

of both states (i.e. a1, a0, or even a Superposition of those 

two states). 
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• Here, 2 - binary digits can determine the state of a 2 - bit 

digital system.   

• Whereas, normalized 4 coefficients:, 𝛽, 𝛾, 𝛿are required to 

determine the       state of a 2 – bit digital system. 

• N-qubits contain 2𝑁 units of classical information. 

Since a single qubit can be of (two value) at once, qubits are 

exponentially, more powerful then classical bits. Such that, 

the value stored in qubits exponentially increases with each 

addition ‘quit’. 

Another, best point of quantum computing is its use of 

“Entanglement”. By using this feature of quantum 

computing (i.e., entanglement), quantum computers can 

create a larger state than possible with any classical bits (used 

in classical computers). Quantum computing uses quantum 

“Entanglement” to make another feature (i.e., Quantum 

Parallelism). Whereas quantum parallelism is it’s a huge 

discussion. In discrete quantum world, Let’s assume you 

have 3 qubits initially. 

 

After operating the (H gate) on the three qubits, the result is: 

-

 

Then applying any operator on the entangled 3- qubit state 

means applying the operator on eight state |000>, ……, 

|111>. Simultaneously, which will lead to an exponential 

speedup to a large extent. Entangling two quantum states 

means multiplying their dimension that, they do not simply 

add like combined classical bits. 

 

With “two qubits” we get combination like: 

a|00>+b|01+c|10>+d|11> 

Where, (|01) means that the first qubit we have store 0’s value 

(|0>) and the second stores 1’s value (|1>). 

A, b, c and d are complex numbers and |a|2 + |b|2 + |c|2 + |d|2 = 

1 

If two or more of the a, b, c and d are not zero, and that reason 

we cannot separate the qubits, it simply signifies that they are 

entangled with perfect correlation and are no longer 

independent. 

Can we say Quantum Computing is real? 

Usually no can easily believe that this computing approach is 

real without having efficient knowledge about the quantum 

computing, or atleast some think that this concept cannot be 

possible at the moment. Different famous companies have 

worked a lot to develop a computer that operates using 

quantum principles. However, this approach is not valid 

everywhere but only in enough problems. 

 

How can quantum computing bring a beneficial 

change to thus world? 

Use of demonstration can make it easy to explain its benefits. 

Quantum computing can simulate real life situations. Hence, 

many scientists created a virtual laboratory where one can get 

the prediction about what will happen in the real laboratory. 

Here we can see various implications to the development of 

human civilization: 

1. R&D like main process about a good can be occurred 

in a virtual lab, therefore, people can easily produce 

goods at much lower costs. 

2. It shortens the time requirement to create urgent 

innovations. 

3. Every type of failures can be detected, before 

manufacturing items by the developers and so can work 

on its solutions. 

4. Now more tenable and eco-friendly is the 

manufacturing process. 

III. OPERATIONS ON QUBITS – [Reversible 

Logic] 
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Due to nature of Quantum Physics, those laws of physics for 

quantum mechanics, the destruction information in a gate 

will cause heat to be evolved which will definitely destroy 

the Superposition of qubits. 

For example: - 

 

Quantum Gates are clearly different from any classical logic 

gate, as we lose the original value of an input after using a 

classical gate. 

Whereas, Quantum logic gates are reversible. It is possible to 

perform classical computing using only “Reversible” gates.  

Various Operations on Data   

Basically, a deterministic computation can only be performed 

if the quantum computer is reversible. Providentially, it has 

been proven that any deterministic computation can be made 

reversible. [Charles Bennet 1973]. 

Logical gate in quantum computation (Hadamard) 

The simplest Hadamard gate is a single-qubit operation that 

maps the basis state |0> to |0>+|1>/2 and |1> to |0>-|1>/2, it 

is also known as a square root of NOT Gate and this is the 

reason of superposition can be occurred of the two basis 

states. 

 

Note:NOT gate can be formed by using two Hadamard 

gates. 

Quantum Gates – 

1. Controlled NOT   

Controlled-NOT (CN) Gate is used to operate two qubits at 

time. Let us assume the bit on the control line is 1 then it will 

invert the bit on the target line. 

 

Note:With some extra information, the CN gate can 

behave like reversible as it is almost similar to the XOR gate. 

Example- 

 Multiplication by 2 

 CN Gates can be used to build reversible logic 

circuit to calculate multiplication by two. 

 

2. ControlledControlled NOT (CCN) 

Controlled Controlled NOT (CCN) Gate is used to operate 

three qubits at a time. Let us assume the bit on the both of the 

control lines is 1 then the target bit inverted.  

 

 

IV. Shor’s Algorithm 

The algorithm is based on: 

 Modular Arithmetic 

 Quantum Parallelism 
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 Quantum Fourier Transform 

Shor’s Algorithm – Periodicity 

An important result from Number Theory is: 

 F (a) = xa modN is a periodic function 

Choose N (assumption) = 15 and x = 7 and by solving mod 

we got the following: 

70mod 15 = 1 

71mod 15 = 7 

72mod 15 = 4 

73 mod 15 = 13 

74mod 15 = 1 

. 

. 

 

Depth Analyzing of Shor’s Algorithm  

Process to find out factor of an odd integer N (Let’s 

choose 15): 

1. We will choose an integer qwhereN <q< 2N     

suppose the number is 256. 

2. Now we will choose a random integer xwhere 

GCD(x, N) = 1 suppose the number is 7. 

3. Now we have to create two quantum registers which 

are entangled. 

• Input register: it containslarge number of 

qubits to represent large number as q-1. 

i.e.up to 255, so we need 8 qubits in total. 

• Output register: it must contain large 

number of qubits to represent numbers as 

large as N-1. up to 14, so we need 4 qubits 

Shor’s Algorithm - Preparing Data 

4. We will load the input register with an equally 

weighted superposition of all integers from 0 to 

q-1.  0 to 255 

5. Now we have to load the output register with all 

zeros.   

 

 

 

Shor’s Algorithm - Modular Arithmetic 

6. We have to apply transformation x   mod N to every 

no. in the input register and have to store the result 

in output register. 

 

 

Shor’s Algorithm - Superposition Collapse 

7. Measure the output register.  This will collapse the 

superposition and represent a sample  result of the 

transformation, let it be c. 

 

 

Shor’s Algorithm – Entanglement 

8. After entangling two registers, if we measure the 

output register, it will have the effect of partially 

collapsing the input register into an equal 

superposition of each state between 0 and q-1 

that yielded c. 
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Shor’s Algorithm – QFT 

9. Quantum Fourier transform have to be applied on 

the resultant input register.  AFourier transform can 

take the state |a> and transform it into new a state 

given by: 

 

 

The Factors of Shor’s Algorithm -  

10. Now we will determine the factors of N by taking 

the greatest common divisor of N w.r.tx ^ (P/2) + 1 

and x ^ (P/2) - 1.   

 

 

Problems withShor’s Algorithm –  

   The QFT is short and disclose the wrong period.  

The probability in real dependenton q’s value. 

Value of correct probability depends on larger value 

of q. 

   The period of the series results in a odd number. 

 

V.  HISTORY OF QUANTUM COMPUTNG 

 

In 2000,The Los Alamos National Laboratory developed the 

first working quantum computer. In the next year, Stamford 

University success in the Shor’s algorithm to factor the no. 

using 7 qubits and identical modules. 

In 2004,In china the University of Science and Technology 

develop the five-photon entanglement and Oxford University 

develop the first five states NMR Quantum Computer. 

In 2011,System like D-wave system claimed to have 

developed the first commercially available quantum 

computer, but still remains under dispute. Many people agree 

that the d-wave one can perform quantum calculations, these 

calculations can be done on a classical computer at same 

speed. 

In 2016,IBM released the Quantum Experience. In the last 

year Google released a 72qubit chip is called “Bristlecone” 

and Intel released a 49 qubit chip called “Tangle Lake” and 

this year IBM released the first commercial quantum 

computer and the name of computer is Q System One.  

 

 

 

VI.  ADVANTAGES 

 

1). Faster Computations: -  These computers can perform 

computation at a much faster than normal computers. 

Quantum Computers have higher computation power than 

the supercomputers. They can process the data at 1000 times 

faster. The quantum algorithm computer all possible inputs 

at the same time. 

2). Best for Simulation: -  Quantum Computing are best for 

doing data simulation computing. There are many algorithms 

created that can simulate various things like, chemical 

simulation, weather forecasting. 

3).Medicine Creation: -The healthcare industry, quantum 

computing could enable range of disruptive uses cases 

providers and health plans by accelerating diagnoses, 

personalising medicine and optimising pricing. They can also 

detect the disease and create a formula for medicine. 

4).Google Search: -Quantum Computers are used by google 

to refine searches. Now every search on google can speed up 
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by using these computers. Most relevant results can be 

populated using quantum computing. 

5).Used in Radar Making: -A Quantum Radar can be seen 

as a device working in the Microwave range, which exploits 

quantum nature from its point of view of the radiation source 

and the output detection, and is able to outperform a classical 

counterpart. The accuracy of radar weapons can be improved 

by using the technology. 

VII.  DISADVANTAGES 

1).Algorithm Creation: -  For every type of computation, it 

needs to write a new algorithm. Quantum Computing cannot 

work as classical computers; they need special algorithms to 

perform tasks in their environment. 

2).Low Temperature Needed: -  As the processing ii these 

computers are done very deeply, so it needs a temperature of 

negative 4600 F. This is the lowest temperature of the 

universe and it is very difficult to maintain that temperature. 

3).Internet Security: -  It is assumed by the scientist that if 

a quantum computer is implemented in the best way then 

whole internet security breaks. This is due to the facts that 

these computers can decrypt all the codes on the internet.  

VIII.  Applications of Quantum Computation: 

Quantum Machine Learning 

Bitcoin and Quantum Computing 

In 21st century, when we are using Cryptocurrency on a large 

scale, rules of Cryptocurrency are not quantum computer 

proof.Evidences can be shown that attacks on bitcoin using 

quantum computers are not feasible if economic costs are 

considered. The simple reason is that organizations have 

invested a big amount ofmoney to develop solutions to these 

undemonstrated problems.  

 

Expert developers of Bitcoin have been using the 

unreliability around a non-existent quantum code cracking 

system to persuade users to change to substitutes of 

cryptographic primates that suit the implementation of 

Sidechains. They have been emphasizing the user to 

useLamport signatures stating that “while large, are 

secure against quantum computers”. The reason for the 

change to Lamport signatures is not quantum hardening; it is 

to enable the adoption of Sidechains. One unimaginable 

reality is that there is nothing to fear as Bitcoin uses a double 

hashing algorithm. Any unused bitcoin address will not be 

reversible to the public key. 

Bitcoin Mining 

Quantum computers can solve the algorithms faster than 

solving hash. Therefore, a minerdoesn’t get any economic 

benefit to use Quantum Computers for solving hash puzzles 

as they would solve only few hashes. Qubits are slower to 

process than bits. As a result,the miner who was to deploy a 

Quantum computer for the mining of Bitcoin, would be at an 

economic disadvantage. The Bitcoin protocol helpspeople 

and firms to use unused bitcoin addresses by moving money 

to them. We can prevent use of multiple bitcoin addresses by 

having single key reused addresses which has public keys are 

also exposed. 

 

 

 

 

From Pre-Quantum to Post-Quantum Blockchain 
 

 

 

A. Blockchain Public-Key Security 

 

 Bits-of-security level is used to find the strength of 

Public-key cryptosystems. 
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 An asymmetric cryptosystem has a 1024-bit 

security and the effort required to attack it with a 

classical computer is equalto brute-force attack on a 

1024-bit cryptographic key. 

 

D. Blockchain Post-Quantum Schemes- 

Characteristics 

Blockchains should have following features: 

 Devices usingblockchainshould use small public 

and private keys so as to reduce the storage space 

that it requires. As small keys involve less complex 

operations while performing addition, it is 

important for blockchainswhich interacts with 

Internet of Things (IoT) end-devices, which have 

grown significantly in today’s time.But still,IoT 

devices are facing challenges regarding security. 

 Hash length and short signature:User signatures and 

block hashes are stored by blockchain. As a result, 

blockchain size will increase with the increase in 

signature or hash length. 

 Fast execution. If a large amount of transactions per 

second, post-quantum schemes need to be quick to 

allow a blockchain to process. Low computational 

complexityresultsin fast execution which is 

essentialto avoid exclusion of resource-constrained 

devices from blockchain transactions. 

 Low computational complexity: fast execution with 

specific hardware does not state that the post-

quantum cryptosystem is computationally simple. 

For example, Intel microprocessors can execute 

some schemes fast but the same schemes may be 

qualified as slow when executed on ARM-based 

microcontrollers. So we should focus on trade-off 

between computational complexity, execution time 

and supported hardware devices. 

 Low energy consumption:We have assumed that 

Bitcoin are power hungry mainly due to the energy 

required to execute its consensus protocol.  Other 

factors that impact power consumption, are used 

hardware, the amount of performed 

communications transactions and implemented 

security schemes.  

A New Field is born: Quantum Cryptography 

Even in the time of Caesar, Cryptography was used as a basic 

way to transfer data secretly. Let’s take a look on that 

technique, in which one assigns a number value to each letter 

of the alphabet (i.e. “a” is 1, “b” is 2, “c” is 3, etc.) and sends 

a message entirely composed of these coded numbers. Only 

the recipient of the code can decode it easily based on his or 

her knowledge of the coded letter values. And nowadays we 

named that type of encoding and decoding as private key 

cryptography, in which basically two parties decide wisely 

for a key that encodes and decodes the secret messages. That 

method will only avoid interception by a third party but only 

if the two parties can keep the key completely private.  

 

That is definitely a difficult task, since the two parties must 

somehow communicate the key without being intercepted. 

Public key cryptography, is the other main branch of 

cryptography. In public key cryptography, each party 

publishes a key to encode a message, but withholds the key 

to decode the message. For a particular example, if Person A 

wants to send a message to Person B secretly, then Person A 

has to simply look up for Person B’s public encoding key, 

encode the secret message, and send the message to Person 

B. Person B then simply decodes the encoded message using 

his or her secret “decryption key”. Declaring the encoding 

key public seems contradictory, especially since many 

decoding keys can be predicted by reversing the encoding 

key. Whereas the Public key cryptography seems to be very 

secure method of communication, however, if one takes 

advantage of one-way mathematical operations. The reason 

of its security, operations (encoding or decoding) are simple 

to do forward but very burdensome to do in reverse. For 

example, taking a cube of a number is a lot easier than getting 

the cube root of a number. More convoluted one-way 

mathematical operations form the basis of public key 

cryptography. Factoring large integers is one of those one-

way mathematical operations. While it is elementary to 

multiply several prime numbers, it is much more complex to 

do this process in reverse by finding the factors of a very 
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large number. We have got the most popular encryption 

technique based on factorization is the Rivest-Shamir-

Adleman (RSA) technique as most expensive gift. Until 

recently, this method has been very secure because the 

classical computer is enable to factor large numbers 

efficiently. In light of, quantum computation and Shor’s 

factoring algorithm, cryptographers are hectically searching 

for an encryption method that can hold out against attacks 

from quantum computers. The only solution lies in writing 

quantum algorithms for encryption and decryption, thus 

creating “quantum cryptography”. Besides this so common 

protecting information from quantum hackers, the use of 

quantum computers in cryptography provides innumerable 

advantages. Networking quantum computers require 

exponentially less communication to solve problems in 

Compare of classical computers. To secure cryptosystem an 

efficient computer communication is must. Quantum laws 

such as the no-cloning theorem and uncertainty principle also 

provide extra security against internet hackers. 

CONCLUSION: 

Many of researchers and developers, have got their interest 

provoked by the recent progress on quantum computing who 

have worked with DLTs like blockchain, where public key 

cryptography and hash function were essential. This article 

inspected the impact of quantum computing attacks on 

blockchain and clarified how post-quantum cryptosystems 

can be implemented to minimize these attacks.  We analysed 

the application of post quantum schemes to the blockchain 

and reviewed these schemes and their challenges in detail. 

For post-quantum public-key encryption and digital-

signature schemes, sizeable comparisons were done on is 

characteristics and performance. Quantum threat on 

blockchain is extensively explained and useful guidelines for 

the researchers and developers of the next-generation of 

quantum-resistant blockchains are also provided. 
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