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Abstract: The accurate diagnosis of life-threatening diseases such as heart disease is a very crucial task in medical 

science. The humans and computers can be integrated together to achieve best results for correct diagnosis of diseases 

by balancing the knowledge of human experts in related domains with the vast search potential of computers. 

Computer based decision support system can play an important role in accurate and timely diagnosis. Machine 

learning automatically learns through experience and performance of algorithm gets improved with each experience. 

In this paper, we have developed a decision support system for diagnosing heart disease using PCA and SVM. PCA 

can achieve high dimensionality reduction with usually lower noise than the original data pattern. The results 

obtained demonstrate that proposed decision support system predicts the disease of new patients with higher 

accuracy. 
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I. INTRODUCTION 

The Heart is the center of circulatory system and is treated as 

most crucial organ in the human body as it pumps the blood 

to different parts of the human body through a network of 

blood vessels, supplying a constant supply of oxygen as well 

as other vital nutritional components. Many other organs may 

collapse without its proper functioning. If the heart ever stops 

functioning and ceases to pump blood, the body will shut 

down and within very less time a person will expire. 

According to the Heart Disease and Stroke Statistics Update 

[1], cardiovascular disease is the leading worldwide cause of 

death, accounting for 17.3 million deaths per year and by 

2030 number of deaths will increase to 23.6 million. The 

count of people dying every year from cardiovascular disease 

is increasing drastically. 

Machine learning presents various algorithms for analysis of 

medical data. It helps in diagnosis and prediction of 

healthcare problems untimely. Patient data is gathered with 

the help of data collection equipment and stored in a 

computer system in the form of medical records for 

treatment. Machine learning algorithms help in the diagnosis 

process of a new patient by analyzing the data pattern of the 

patient admitted in the past. It examines the disease, 

symptoms faced and the adequate treatment provided to the 

patient and uses that information for a newly admitted 

patient. Machine learning has attained notable results and can 

be successfully used in the healthcare industry. 

In this paper, we have designed and developed a heart disease 

prediction system that is highly precise, efficient and useful 

in early diagnosis which lessens the patient mortality rate. 

The proposed system is based on Support vector machine 

(SVM) for the accurate classification of heart disease. This 

paper is structured as follows: Section II gives an overview 

of literature. Section III presents the heart disease diagnosis 

system. Section IV provides simulation results. Section V 

concludes the paper and discusses future scope. 

II. LITERATURE REVIEW 

Many machine learning and data mining algorithms have 

been discussed in literature for prediction and diagnosis of 

various diseases. Zhang et al. [2] proposed an efficient 

coronary heart disease prediction system using Support 

Vector Machine. In this, Principal Component Analysis 

(PCA) was used to extract the important features and 

different kernel functions were utilized as a classifier. The 

highest classification accuracy is achieved with Radial Basis 

Function (RBF). To find the optimal parameters values, Grid 

search method was employed and optimal values were found 

to be c=1 and g=0.0909. The highest classification accuracy 

reached is 88.6364%. It was used for prediction of two 

classes. 

Naib et al. [3] suggested classification system of primary 

tumors using multiclass classifier with Random Forest. The 

dataset comprises of total 22 classes of tumor. The 

classification is performed with different machine learning 

algorithms. The result shows that random forest with 10 

random trees outperforms with the accuracy of 85.7% and 

ROC area of 0.997. 

Ismail et al. [4] presented a classification approach called 

GA-SVM for lymph disease diagnosis in which genetic 

algorithm (GA) is used to reduce the number of features of 

the dataset from 18 features to 6 features. The experiments 

were performed with 10-fold cross validation. Different 

kernel functions were employed and for each function, 
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performance was evaluated by measures like accuracy, 

sensitivity, area under curve (AUC), F-measure. The result 

indicates that GA-linear classifier achieved best results of 

83.1% accuracy with 82.6% sensitivity, 82.7% F-measure 

and 84.9% AUC. 

Bascil et al. [5] presented a comparative analysis of methods 

used in the hepatitis disease diagnosis. The dataset comprises 

of 155 instances and 19 features. The system is applicable for 

classification of two classes that are die and live. The dataset 

is taken from UCI data repository. In this study, probabilistic 

neural network (PNN) was proposed using 10 fold cross 

validation technique. The LDA-ANFIS structure [6] obtained 

the best results followed by FS-FUZZY-AIRS [7]. The PNN 

approach can be used effectively in the prediction of hepatitis 

disease. Decision trees are prone to overfitting of data and 

may not be able to generalize well due to the presence of 

noise in the training data. This problem can be solved by 

SVM. SVM are less prone to overfitting because of the 

presence of regularization parameter.  

III. PROPOSED DIAGNOSIS SYSTEM  

This section described the proposed diagnosis model for 

heart disease prediction. The proposed system is based on 

Support vector machine (SVM) for the accurate classification 

of heart disease. The proposed system consists of following 6 

steps: Selecting and pre-processing data set, normalizing, 

applying PCA for dimensionality reduction, K-fold for 

selecting training and testing set and SVM as binary 

classifier.  

a. Selecting and Pre-processing the data set: The 

Cleveland Heart Dataset is taken from UCI Machine 

Learning Dataset Repository which was contributed by 

Detrano [8]. The dataset comprises of 297 instances and 14 

attributes of disease as shown in Table 1.  

 

Table 1. Attributes in Cleveland Heart Dataset 

Sr No. Attribute Name Attribute Description 

1.  age age in years 

2.  sex sex (1 = male; 0 = female)  

3.  cp chest pain type  

--Value 1: typical angina  

--Value 2: atypical angina  

--Value 3: non-anginal pain  

-- Value 4: asymptomatic  

4.  trestbps resting blood pressure (in mm Hg on admission to the hospital)  

5.  chol serum cholestoral in mg/dl  

6.  fbs fasting blood sugar > 120 mg/dl) (1 = true; 0 = false)  

7.  restecg resting electrocardiographic results  

-- Value 0: normal  

-- Value 1: having ST-T wave abnormality (T wave inversions and/or ST 

elevation or depression of > 0.05 mV)  

-- Value 2: showing probable or definite left ventricular hypertrophy by Estes' 

criteria  

 

8.  thalach maximum heart rate achieved  

 

9.  exang exercise induced angina (1 = yes; 0 = no)  

10.  oldpeak ST depression induced by exercise relative to rest  

11.  slope slope: the slope of the peak exercise ST segment  

-- Value 1: upsloping  

-- Value 2: flat  

-- Value 3: downsloping  

12.  ca number of major vessels (0-3) colored by flourosopy  

13.  thal 3 = normal; 6 = fixed defect; 7 = reversable defect  

14.  num Predicted attribute healthy or diseased 

Data cleansing (or pre-processing) includes dealing with 

missing values, purging of redundant information, removing 

inconsistencies and errors which make the quality of data 

better and efficient to find useful patterns from the data. It is 

a time-consuming step and very important step because the 

solution is highly affected by the quality of data. It also 
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converts continuous valued variables to discrete values using 

discretization. This method was applied to reduce distinct 

values of continuous valued variables by allowing to have 

limited numbers of labels to represent the original variables. 

 
Figure 2. Pre-processed Cleveland Heart Dataset 

b. Normalizing the data set: The Cleveland Heart Dataset 

consists of various attributes having different units and 

scales. For example, thalach ranges from 71 to 202 while the 

fbs being 0 or 1, age ranges from 29 to 77, resting blood 

pressure is in mm Hg and the cholesterol is in mg/dl ranges 

from 126 to 564. Normalization makes the data scalable into 

a small specific numeric range to have fair comparison. The 

dataset after normalization of values is shown in Figure 3. 

If 𝑑𝑎𝑡𝑎 = (𝑑1, 𝑑2, … . . 𝑑𝑘) are the data points, bsxfun in 

MATALB will normalize the dataset using the following 

method: 

𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑑𝑎𝑡𝑎 (𝑛𝑖) =
𝑑𝑖 − 𝑚𝑒𝑎𝑛 𝑑 

𝑣𝑎𝑟(𝑥)
            

where 

𝑑𝑖= Data point 𝑖 where 1 ≤ 𝑖 ≤ k 

𝑚𝑒𝑎𝑛 𝑑 = The average of all the data 

values 

𝑣𝑎𝑟(𝑑) = The sample deviation of all the 

data values 

 
Figure 3. Normalized Cleveland Heart Dataset 

 

c. Applying PCA: Principal Component Analysis (PCA) is 

used for dimensionality reduction i.e. to select the subset of 

features which best reflects the original heart dataset. Each 

feature has its own contribution. Some features are more 

significant to others while some features are irrelevant and 

add no useful information to the data which degrades the 

efficiency of the system. Moreover, high dimension of data 

results in more computation cost. So, there is a need to 

reduce the dimensions without affecting the quality of data. 

The goal of PCA is to transform a number of correlated 

variables of a dataset to a new set of a small number of 

variables which are linear combinations of original variables 

called Principal Components [9]. The original dataset is 

replaced by its principal components after the application of 

PCA. The pseudocode for PCA is given in Figure 4 and 

principal component score in figure 5. 

 



Gagan Kumar et al. International Journal of Recent Research Aspects ISSN: 2349-7688, Vol. 3, Issue 2,  
June 2016, pp. 181-187 

© 2016 IJRRA All Rights Reserved                                                                      page-184- 

 
 Figure 4. Pseudocode for PCA 

 

 
Figure 5. Principal Component Scores 

d. Selecting training and testing set: The 10-fold cross 

validation method is used for selecting the training and 

testing set. In 10-fold cross validation, the complete dataset is 

randomly divided into 10 mutually exclusive subsets of 

approximately equal size. The classification model is trained 

and tested 10 times but tested on different fold each time to 

reduce the bias associated with hold-out method. It is 

normally trained on nine folds and tested on the remaining 

single fold. 

e. Classifying using SVM: Support Vector Machine is a 

supervised method of classification invented by Vladimir 

Vapnik and Chervonenkis in 1963 and proposed as a kernel 

based learning method for classification of non linear data in 

1993 [10]. Support vector machines (SVM) are binary 

classifiers which can be applied to linearly separable datasets 

[11]. A classifier is implemented to classify the data into their 

respective classes. Classification mainly includes two phases. 

The first phase is the training step and building classifier in 

which a classifier is trained to analyze the given data records 

and the class with which they are associated. It analyzes the 

pattern in the training set. The second phase is the testing 

step in which model classifies the test dataset on the basis of 

pattern analyzed in the first step. SVM divide the dataset into 

two classes using a hyperplane. Hyperplane is the decision 

surface that separates the data from two classes in such a 

manner that data of one class are on one side of the 

hyperplane and of other class are on other side.  

Let the dataset be given as {X, Y} where 

Algorithm for PCA 

Input: The input data matrix X of size 𝑁 × 𝐷 where 𝑁 is the number of instances and 𝐷 is the 

number of dimensions or components. 

Output: Principal Components coefficients, Score, Latent 

Principal component coefficients, returned as a D X D matrix. Each column of coeff contains 

coefficients for one principal component. Principal component scores, is a N X D matrix where 

rows of score correspond to instances, and columns to number of components. The column 

vector, latent, stores the variances of the D principal components i.e. the eigenvalues of the 

covariance matrix of X. The columns in coeff matrix are in the order of descending component 

variance. 

Procedure: 

1. Calculate and subtract the mean in every dimension d of the dataset to centralize the data. 

2. Construct the covariance matrix 𝐶𝑜𝑣 of d*d as: 

  𝐶𝑜𝑣 =  
1

𝑁
 (𝑥𝑝 − µ)𝑁

𝑝=1 (𝑥𝑝 − µ)𝑇         

where  𝑥𝑝 , 𝑝 = 1,2, … . 𝑁  is given N input data records with mean .  

3. Calculate the eigen values (λ1 , λ2, . . . λ𝐷) and  e1 , e2, . . . e𝐷  eigen vectors from the covariance 

matrix 𝐶𝑜𝑣 such that 

     λ × e = 𝐶𝑜𝑣 × 𝑒 

4. Choose the M eigen vectors corresponding to m largest eigen values where M ≤ D. 

5. Compute the 𝐷 × 𝑀 dimensional matrix W from the above selected m eigen vectors where eigen 

vectors are represented by columns. 

6. The original dataset X is transformed via W onto M-dimensional new subspace Y.  

  𝑦 =  𝑊𝑇 × 𝑥 

where 𝑥 is a 𝐷 × 1dimensional vector representing one data record and 𝑦 is transformed 𝑀 × 1 

dimensional vector representing data record in the new subspace Y. 
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    𝑋 = {𝑥1 , 𝑥2 ……𝑥𝑛 } represents a set of n training tuples 

𝑌 = {𝑦1 , 𝑦2 ……𝑦𝑛}  represents associated class label of 

training tuple 

Each 𝑦𝑖  belongs to either +1 or -1, that corresponds to two 

classes of dataset. 

𝑦𝑖 ∈ {+1, −1} 

 
Figure 2.6: Decision boundary and margins of SVM 

The hyperpane can be formally described as: 

𝑓 𝑥 = 𝛽0 + 𝛽𝑇x 

where 𝛽 is known as the weight vector and 𝛽0 as the bias. 

The optimal hyperplane can be represented in an infinite 

number of different ways by scaling of 𝛽  and 𝛽0. Among all 

the possible representations of the hyperplane, the one chosen 

is 

|𝛽0 + 𝛽𝑇x| = 1 

where x symbolizes the training examples closest to the 

hyperplane. This hyperlane has the largest margin between 

two decision boundaries. In general, the training examples 

that are closest to the hyperplane are called support vectors. 

The distance between a point x and a hyperplane (𝛽, 𝛽0): 

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =
|𝛽0 + 𝛽𝑇𝑥|

| 𝛽 |
 

In particular, for the hyperplane, the numerator is equal to 

one and the distance to the support vectors is 

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑆𝑢𝑝𝑝𝑜𝑟𝑡  𝑉𝑒𝑐𝑡𝑜𝑟𝑠 =
|𝛽0 + 𝛽𝑇𝑥|

| 𝛽 |
=  

1

| 𝛽 |
 

The margin between the hyperplanes denoted as M, is twice 

the distance to the closest examples: 

𝑀 =
2

| 𝛽 |
 

The problem of maximizing M is equivalent to the problem 

of minimizing a function 𝐿(𝛽) subject to some constraints. 

The constraints model the requirement for the hyperplane to 

classify correctly all the training examples 𝑥𝑖 . Formally, 

min 𝐿(𝛽) =
| 𝛽 |2

2
 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑦𝑖 𝛽0 + 𝛽𝑇𝑥 ≥ 1      ∀𝑖 

This is a problem of Lagrangian optimization that can be 

solved using Lagrange multipliers to obtain the weight 

vector and the bias of the optimal hyperplane. We have used 

Sequential Minimal Optimization (SMO) [12] for solving a 

large quadratic programming problem encountered while 

training SVM. SMO breaks large quadratic programming 

problem into multiple small quadratic programming 

problems that are solved analytically. It consumes less 

memory and suits well for large training sets.  

SVMs can also be used non-linearly by mapping the data to a 

higher dimensional space, thus making the data separable. 

This mapping is done by a kernel function. SVMs perform 

well with large feature spaces, as long as the data is separable 

with a wide margin. They also do well with sparse datasets.  

IV. SIMULATION RESULTS AND DISCUSSIONS 

The proposed system is implemented by using MATLAB 

simulator. We have used radial basis as kernel function for 

SVM and 10-fold cross validation for dividing data set into 

training and testing set. A confusion matrix obtained 

illustrates the accuracy of the solution to a classification 

problem. Given 2 classes, a confusion matrix is a 2 X 2 

matrix, where C[i, j] indicates the number of tuples from 

dataset of class i that were assigned to class C[i, j]. The ideal 

solution will have only zero in non-diagonal entries. 

Table 2. Confusion Matrix entries 

 Predicted value 

Negative Positive 

Actual 

Value 

Negative TN  FP  

Positive FN  TP  

 

Where, 

 True positive (TPi) for a particular class is the 

number of positive cases that were correctly 

identified. 

 False positive (FPi) for a particular class is the 

number of negatives cases that were incorrectly 

classified as positive. 

 True negative (TNi) for a particular class is the 

number of negatives cases that were classified 

correctly. 

 False negative (FNi) for a particular class is the 

number of positives cases that were incorrectly 

classified as negative. 

The performance of proposed system is evaluated in terms of 

accuracy, precision and recall using the above parameters. 

 

The overall accuracy is the proportion of the total number of 

predictions that were correct. 

Accuracy =
 

TPi + TNi

TPi + TNi + FPi + FNi

2
i=1

2
 

The overall precision is the proportion of the predicted 

positive cases that were correct. 

Precision =
 

TPi

TPi + FPi

2
i=1

2
 

The overall specificity is the proportion of the predicted 

negative cases that were correctly identified. 
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Specificity =
 

TNi

TNi + FPi

2
i=1

2
 

 

The overall recall or sensitivity is the proportion of positive 

predicted samples that were correctly identified. 

Recall =  
 

TPi

TPi + FNi

N
i=1

N
 

 

Table 3: A sample confusion matrix for SVM classifer 

 Predicted value 

No disease (0) Disease 

(1) 

Actual 

Value 

No disease (0) 12 4 

Disease (1) 0 13 

 

TP for class 0 means the person is not suffering from disease 

and test also says no disease = 12 

TN for class 0 means person is having disease and test also 

detects disease = 13 

FP for class 0 means test predicts no but person has disease = 

0 

FN for class 0 means test predicts yes and person is not 

having disease = 4 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑓𝑜𝑟 𝑐𝑙𝑎𝑠𝑠 0 =
12 + 13

12 + 13 + 4 + 0
= 0.8621 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑓𝑜𝑟 𝑐𝑙𝑎𝑠𝑠 0 =
12

12 + 0
= 1 

𝑅𝑒𝑐𝑎𝑙𝑙 𝑓𝑜𝑟 𝑐𝑙𝑎𝑠𝑠 0 =
12

12 + 4
= 0.75 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 𝑓𝑜𝑟 𝑐𝑙𝑎𝑠𝑠 0 =
13

13 + 0
= 1 

 

TP for class 1 means the person is having disease and test 

also predicts yes = 13 

TN for class 1 means person is not having disease and test 

also predicted no = 12 

FP for class 1 means test predicts yes but person doesn’t has 

disease = 4 

FN for class 1 means test predicts no and person is having 

disease = 0 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑓𝑜𝑟 𝑐𝑙𝑎𝑠𝑠 1 =
12 + 13

12 + 13 + 4 + 0
= 0.8621 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑓𝑜𝑟 𝑐𝑙𝑎𝑠𝑠 1 =
13

13 + 4
= 0.7647 

𝑅𝑒𝑐𝑎𝑙𝑙 𝑓𝑜𝑟 𝑐𝑙𝑎𝑠𝑠 1 =
13

13 + 0
= 1 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 𝑓𝑜𝑟 𝑐𝑙𝑎𝑠𝑠 1 =
12

12 + 4
= 0.75 

 

Overall accuracy of system = 0.8621 

Overall Precision of system = 0.8824 

Overall Recall of system = 0.875 

Overall Specificity of system = 0.875 

Table 4 gives final values of accuracy, precision, recall and 

specificity for 10-fold cross validation after taking average of 

results from 10 different folds. The overall accuracy varies 

with principal components considered. With 8 principal 

components, an accuracy of 97% is achieved which decreases 

to 94.28% with 10 components. The variability of the data 

can be captured by a relatively small number of PCs, and, as 

a result, 99% accuracy is achieved with 6 PC’s using SVM 

classifier. 

Table 4. Final Parameters of proposed system after 10-fold 

cross-validation 

Principal 

Components 

Accuracy Precision Recall Specificity 

6 0.9966 0.9965 0.9969 0.9969 

7 0.9864 0.9867 0.9875 0.9875 

8 0.97 0.9709 0.9719 0.9719 

10 0.9428 0.9489 0.9469 0.9469 

12 0.9054 0.9157 0.9118 0.9118 

13 0.8955 0.9053 0.9015 0.9015 

V. CONCLUSION AND FUTURE SCOPE 

Heart disease is a fatal disease and misdiagnosis of this 

disease can cause life threatening complications such as heart 

attack and death. This study showed that PCA and SVM can 

be used efficiently to model and predict heart disease cases. 

SMO is used for solving quadratic programming for 

determining parameter for SVM. It consumes less memory 

and performs well with large data sets. The outcome of this 

study can be used as an assistant tool by cardiologists to help 

them to make more consistent diagnosis of heart disease. 

SVM are less prone to overfitting because of the presence of 

regularization parameter. The parameters of SVM are. 

Furthermore, the resulting model has a high specificity rate 

which makes it a handy tool for junior cardiologists to screen 

out patients who have a high probability of having the 

disease and transfer those patients to senior cardiologists for 

further analysis. The variability of the data can be captured 

by a relatively small number of principal components, and, as 

a result, 99% accuracy is achieved with 6 components.  

Missing values, noisy data, inconsistent data, and outliers 

pose a great challenge in the data mining process. Therefore, 

statistical and machine learning techniques should be applied 

to control the overall quality of the data. Future work also 

involves optimization of SVM parameters with other 

methods such as scatter search method, ant colony 

optimization etc and comparing results with our proposed 

algorithm.  
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