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Abstract: A large amount of data is accumulated by the health-care industry. This data contains effective patterns which 

enable efficient decision-making. These patterns often go unexplored. Various machine learning methods can be 

incorporated in such situation. This work uses various machine learning methods such as Decision Tree, MARS, Random 

Forest and TMGA to realize the data mining goals. Results show that the Decision Tree method predicts the diagnosis of 

heart disease most effectively from patient’s data. The dataset used to carry on this research work is taken from the 

popular UCI repository and is known as the Cleveland Dataset. It is implemented on the R platform. 
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1. Introduction 

Data mining is an amalgamation of various fields such as 

machine learning, image processing, pattern recognition, 

statistical manipulations [1]. It is basically concerned with 

the data manipulation and data processing. It provides an 

insight into the data. The data contains knowledge about the 

structure, models and useful patterns. These patterns are 

utilized to have in-depth knowledge about the data [2]. 

Healthcare is a data intensive process. Many processes run 

simultaneously producing new data every second [3]. This 

is a field in which a lot of work has been carried out now-

a-days. With the help of medical field data and computer 

aids, new algorithms can be derived which are very 

effective in predicting the occurrence and non-occurrence 

of a disease. The combined field of knowledge is termed as 

health informatics [4]. 

The data collection about different diseases is very 

important. Medical and health areas are among the most 

important sections in industrial societies [5]. The extraction 

of knowledge from a massive volume of data related to 

diseases and medical records using the data mining process 

can lead to identifying the laws governing the creation, the 

development of epidemic diseases. 

Some medical applications of data mining are [5, 6]:   

 Prediction of cost incurred in health-care. 

 To determine the treatment of a particular disease.  

 Diagnosis, prediction of diseases of most kind etc. 

Health informatics is defined as an evolving scientific 

discipline that deals with the collection, storage, retrieval, 

communication and optimal use of health related data, 

information and knowledge [6]. It is the field of study 

applied to clinical care, nursing, public health and 

biomedical research all dedicated to the improvement of 

patient care and population health. 

Data mining for healthcare is useful in evaluating the 

effectiveness of medical treatments. Through comparing 

and contrasting various causes, symptoms, and treatment 

methodologies, data mining can produce an analysis of 

treatments that can correct specific symptoms most 

effectively [7]. It is widely used in healthcare fields due to 

its descriptive and predictive power. It can predict health 

insurance fraud, healthcare cost, disease prognosis, disease 

diagnosis, and length of stay needed in a hospital. It also 

obtains frequent patterns from biomedical and healthcare 

databases such as relationships between health conditions 

and a disease, relationships among diseases and 

relationships among drugs etc. 

The quality healthcare facility targets at [7]:   

 Provision of the healthcare treatments which are 

safe. 

 Use of computerized knowledge in determining 

and predicting health-related issues. 

 Provision of various treatments to be given to 

patients on the basis of collected and analyzed 

patient’s information. 

 Effective treatment to be made available in lesser 

time. 

 Timely and efficient prediction of a disease. 

 

2. Materials and Methods 

Risk of heart disease increases due to a number of factors 

including age, family history, smoking, poor diet, high 

blood pressure, high blood cholesterol and obesity. 

Cleveland Heart Disease The dataset is available for the 

sake of prediction of heart disease at the UCI Repository. 

The attributes used in the course of this work is given below 

in Table 1: 

1. Analysis of Heart Disease Prediction Methods 

Data Mining was developed to extract the knowledge and 

experience in the software used. R is an open source 

software program that was developed to be an independent 

data mining tool which provides many different algorithms 
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for data mining and machine learning has been used in the 

present study.  

Table 2: Machine Learning Models 

Model Name Accuracy Time Taken 

Decision Tree [8, 9] 93.24 112.36 

Multivariate 

Adaptive Regression 

Splines (MARS) [10] 91.04 112.42 

Random Forest [11] 89.95 112.36 

Tree-Model from 

Genetic Algorithm 

(TMGA) [12] 88.85 112.39 

 

Decision trees are frequently used in classification problem. 

It is simpler method where each feature is represented by an 

internal node and further branches are build upon the test 

conditions and their outcome. Multivariate adaptive 

regression splines (MARS) is a dual use model. This model 

is applied to both the regression and classification 

problems. Basically, the reliability can be calculated using 

this model. Random forest is based upon the ensembling 

technique. It works efficiently on large voluminous dataset. 

TMGA is a tree-model based upon the evolutionary 

algorithm. It is also a dual-use model which can handle both 

regression and classification problems optimally 

 

Table 1: Attributes and their Values 

 
  

The proposed system is shown below: 
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Figure 1: The Proposed Workflow 

. 

Understanding the Data Mining Need

Identifying the Attribute which Causes the Risk 
of and Heart Attack

Collection of Dataset and its Preprocessing

Applying Machine Learning Models (Multi-
Class Problem)

Obtain Results (Accuracy and Time Taken)

Conclude



 Tanvi Sharma et al. International Journal of Recent Research Aspects ISSN: 2349-7688, Vol. 4, Issue 3, 

Sept 2017, pp. 17-21 

© 2017 IJRRA All Rights Reserved               page-20 

 
Figure 2: Accuracy Plot 

 

 
Figure 3: Time Taken Plot 

The above Figure 2 and 3 clearly shows that Decision Tree 

model best predicts upon the Cleveland Dataset. It yields the 

best accuracy and in minimum time span. The standard dataset 

partition for training-testing dataset is 70-30. This can be 

further scaled to yield much better results. 

2. Conclusion 

In this work, we explore four machine learning methods with 

fourteen properties for predicting the heart disease according 

to the Cleveland dataset. The absolute quality of the results is 

calculated from the accuracy and the time taken by the 

machine learning models. From the above discussion, it is 

concluded that the Decision Tree performs the best out of 

MARS, Random Forest and TMGA in terms of accuracy as 

well as time taken.  
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