
Shreya et al. International Journal of Recent Research Aspects ISSN: 2349-7688, Vol. No. 9, Issue No. 
2, June 2022, pp. 24-32 

© 2022 IJRAA All Rights Reserved                                                                           page   - 24- 

A Novel Neural Network Technique for 

handling challenges of Cyber security 

Shreya1, Vandana Dabass2 
1M.Tech Scholar, Department of Computer Science Engineering, Ganga Technical Campus, Rohtak, Haryana, India Email - 

shreya3343@gmail.com 
2H.O.D, Department of Computer Science Engineering, Ganga Technical Campus, Rohtak, Haryana, India Email- 

hod.cse@gangatechnicalcampus.com 

Abstract: Prevent, detect and respond to security alerts and events are the goals of security operations centres (SOCs). 

Security operations centers are concerned about the rapid growth of digital information and the resulting challenges. 

These concerns are related to whether or not SOCs are capable of handling a wide range of information from various 

systems, devices, and networks to prevent or identify security alerts or events. To address this issue, this article 

examines the use of artificial intelligence in a security operations center. Artificial intelligence is taken into 

consideration when doing the analysis. Governmental agencies in the Netherlands are contrasted to theoretical 

potential and problems. There is a gap analysis that helps the businesses figure out the next measures to deal with this 

issue. 
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I. INTRODUCTION 

The value of security operations centres in an organization's 

data security cannot be overstated. Preventing, detecting, and 

responding to security alerts and events are the primary goals 

of a security operations centre. In order to carry out their 

duties, security operations centres rely on both internal and 

external information sources. The security operations centre 

uses the data it collects to make informed judgments. The 

complexity of the information source makes it difficult to 

analyse the data, but the connection across multiple data 

sources is much more difficult. A human being's ability to 

analyse the combined information sources is insufficient. 

Basic capability for examining data sources is supported by 

applications. However, emerging technologies such as 

machine learning and artificial intelligence provide up new 

possibilities because of the volume and complexity of data 

sources. 

With the growth of artificial intelligence, organisations and 

especially the security operations centre need to comprehend 

the effect of artificial intelligence from a variety of 

perspectives. When employing new technology, such as 

artificial intelligence, it is necessary to be aware of the 

benefits and drawbacks. 

In order to prevent, identify, and respond to security alerts, 

the security operations centre relies on information. Due to 

digitization, the internet of things, and the proliferation of 

BYOD (bring your own device), digital information, 

including metadata, is growing quickly. In particular, 

equipment that are not under the organization's management 

and maintenance impose an extra security risk on the 

company.  

 
Figure 1 Cyber security elements 

It is necessary to take additional steps such as onboarding in 

order to protect the devices themselves from malware. Data 

for a security operations centre to analyse is becoming more 

and more plentiful. It's nearly hard for people to keep track of 

and make sense of everything that's going on these days. 

Large volumes of data may be analysed by computers 

depending on predefined use cases. Humans set up and 

machines process these specified use cases. Three 

unsuccessful login attempts, a huge number of document 

downloads in a short period of time, or harmful traffic outside 
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of business hours are examples of use cases. Computers are 

better at these jobs than people because they can do them 

more quickly, more efficiently, and with more precision. It's 

nearly hard for the average person to make sense of all the 

information when it's combined from many sources. 

Governments and businesses alike have made cybersecurity 

and information assurance a primary concern in the last 

decade. Some of the worst-case situations for many firms 

include cybersecurity breaches like Sony Pictures 

Entertainment's data exposure in late 2014. Globally, 83 

percent of firms said that cyberattacks were among their top 

three concerns in 2015. (ISACA, 2015). It is worth noting that 

in 2014, congress in the United States passed the 

Cybersecurity Workforce Assessment Act (Pub.L. 113–246), 

which calls for a strategy for boosting the number of 

cybersecurity specialists in the workforce. As long as demand 

for cybersecurity specialists continues to be low (ISACA, 

2015), it is imperative that existing ways of increasing the 

entry of people into this field are evaluated and improved. 

Sponsoring cybersecurity competitions is a popular way for 

the government and private sector to get people interested in 

cybersecurity jobs. It is critical to address the shortage of 

cybersecurity professionals through improving cybersecurity 

contests. An important first step in understanding the sorts of 

people attracted to contests and whether or not they are 

inspired to pursue careers in cybersecurity afterward is the 

work we have done. The participants in one of the most well-

known cybersecurity contests serve as a proxy for the general 

attitude of competition competitors. 

II. PROBLEM FORMULATION 

In the past, researchers have found that students participate in 

cybersecurity competitions for a variety of reasons, including 

the opportunity to apply the skills they already have to new 

challenges, the development of socialisation skills, and the 

opportunity to network with fellow students and potential 

employers (Gavas et al., 2012). We need to understand more 

about these cybersecurity rivals and what their interests are, 

so that we can better lead those who are interested in pursuing 

a career in cybersecurity. 

It has recently been discovered that IT workers share some 

personality qualities in common with each other (Ash et al., 

2006a, 2006b; Cruz et al., 2015; Lounsbury et al., 2007, 2009; 

Rosenbloom et al., 2008; Warren et al., 2012). In a study by 

Ash et al., IT workers were compared to other types of 

working professionals in terms of their personality 

characteristics and career interests. It was shown that IT 

workers had a lower level of conscientiousness and a greater 

level of openness to new experiences on the NEO-FFI (a well-

established "big five" personality test) (Ash et al., 2006a). IT 

workers are more likely to favour occupations with realistic 

and investigative themes, according to a second study 

conducted by the same team using the Strong Interest 

Inventory (a psychometric measure widely used by career 

counsellors and occupational researchers). 

 
Figure 2 security-strategy-and-transformation 

For their part, non-IT workers performed better when it came 

to the social and entrepreneurial aspects of their jobs (Ash et 

al., 2006b). A analysis of 90 research in software engineering 

by Cruz et al. (2015) found that the Myers-Briggs Type 

Indicator was the most commonly utilised and that their 

samples had greater degrees of introversion, sensing, 

thinking, judgement and logical temperaments. In general, 

these studies reveal that IT workers differ from those in other 

industries in terms of their personality traits and vocational 

choices. Despite the fact that cybersecurity is a part of 

Information Technology, it is a distinct area of study. 

In contrast to Ash et aldefinition .'s of IT professionals, the 

tasks performed by cybersecurity experts are separate 

(application developers, programmers, web administrators, 
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and software engineers). In contrast to IT workers, security 

professionals must analyse how such systems may fail and 

implement contingency plans to prevent intrusion. 

III. RELATED WORK 

Numerous scientists have proposed a variety of security 

approaches for VANETs that meet both privacy and security 

concerns. Several current VANET approaches are discussed 

in this section, all of which focus on the same VANET 

challenges. According to Ying and colleagues (9) an 

anonymous and lightweight authentication system smart card 

(ASC) is proposed to handle privacy preservation concerns 

such as the authenticity of a user or a communication 

conveyed over the network. The user and message 

verification processes leverage low-cost cryptographic 

operations. This protocol ensures the privacy of the concerned 

user but does not authenticate or verify the sent 

communications. Decentralized, light-weight authentication 

and key agreement protocol (LAKAP) for VANET was 

developed by Wazid et al. [10]. This uses the bitwise 

exclusive OR (XOR) operation and the one-way hash 

function. Using the properties of the pseudonym and the 

group signature-based approaches with conditional 

anonymity, Rajput et al. [11] developed a hybrid method for 

privacy preserving authentication (HEPPA). The pseudonyms 

used in this method are lightweight and basic, allowing for 

conditional secrecy. An efficient, scalable, and privacy-

preserving authentication (ESPA) system based on a hybrid 

cryptographic approach was proposed by Tangade and Manvi 

[12]. Cui et al. [13] proposed a VANET with cuckoo filter 

(SPACF) safe privacy-preserving authentication technique to 

improve client privacy and security while lowering data 

transmission costs. In addition, the researchers proposed a 

new authentication technique without bilinear pairings, which 

might result in high computing costs. Data structures such as 

the cuckoo filter use hash functions to speed up searches and 

improve accuracy. Methods like the ones discussed here have 

been adopted as the work's standard protocol because of their 

focus on enhancing the security and privacy of individual 

network users. Methodologies now in use focus mostly on 

authentication and privacy protection solutions. However, 

additional VANET security requirements, such as non-

repudiation, availability, and integrity, have received little 

attention. There is now a void that can be filled by a new 

security-based approach that is now available in order to 

further enhance VANET security. As a result, the resolution 

provided here aims to improve VANET security by utilising 

cutting-edge technology that can address security concerns 

and improve road safety by utilising vehicle resources and 

data transmission systems. 

Intrusion detection using artificial neural networks is 

discussed in this section. 

Cybersecurity is a huge issue, with a wide range of solutions 

to protect against a variety of threats [10]. Intrusion detection 

systems and virus detection using Artificial Neural Networks 

(ANNs) are not new ideas. Anomaly detection and virus 

detection have been tested using ANNs as long back as 2009 

[11]. Overfitting, memory consumption, and overhead of 

traditional IDS/malware detection are addressed by a feed-

forward ANN in [12]. It was suggested that a two-layered 

feed-forward ANN be used. The aforementioned issues were 

dealt with using a training function and validation dataset that 

were combined together. For a fraction of the computing 

effort, the authors claim that their approach delivers the same 

outcomes as traditional methods. An evaluation of the process 

was carried out using the KDD'99 dataset as a reference. The 

paper's conclusion indicates that less data is preferable 

because the computer needs to crunch it for a shorter period 

of time. Pruning of the ANN is examined in [13] as part of the 

network's optimisation. Nodes in the input or hidden layers of 

the brain are deleted in this process. Having a smaller number 

of computations to do makes the ANN more efficient. Using 

an Artificial Neural Network (ANN) as an IDS was also 

shown to be promising. As it turned out, the results were 

rather positive. 

In [15], instead of supplying inputs directly from the dataset, 

Principal Component Analysis (PCA) is used as a feature 

extractor before feeding the data to the ANN. With this 

strategy, training time and memory needs are much reduced, 

as the paper demonstrates. There was no significant 

difference in accuracy between the two tested procedures. 

This means that PCA is the better choice. The training time of 

an ANN can be improved by using Kernel PCA, however it 

consumes a lot of memory. Because the accuracy metrics of 

both techniques are similar, the authors of [16] come to the 

conclusion that combining various algorithms is desirable. 

Graphical Processing Units (GPUs) have been studied with 

the purpose of speeding up computation. 

Based on an ANN, as GPUs are well-suited for ANN 

calculations. There has been a documented boost in 

performance [17]. A one-layer neural network (ANN) is 

compared to a Support Vector Machine, a Naive Bayes, and 

a C4.5 algorithm by the authors of [18]. The ANN performs 

as well as, or better than, existing malware detection 

techniques, but because of the 3-layer ANN framework's 

simplicity, it requires less calculations. As a replacement for 

KDD'99, the NSL-KDD dataset was used for these tests. 

NSL-KDD Deep hierarchical network model is the name 

given to the convolutional neural network used to extract 

spatial characteristics and the Bidirectional long short-term 

memory used to extract temporal features in [19]. Security 

benchmarks such as NSL-KDD and UNSW-NB15 are used to 

test the solution. Use of one-sided selection and synthetic 

minority oversampling techniques to first minimise noise in 

the benign class and then oversample minority classes, 

resulting in balanced training data. NSL-KDD has an 

accuracy rate of 83.58 percent, whereas UNSW-NB15 has an 

accuracy rate of 77.16 percent. To address the issue of high 

dimensionality and noise in cybersecurity data, the authors of 

[20] have proposed a novel approach. A deep belief network 

(DBN) and a feature-weighted support vector machine 

(SVM) are used to achieve this goal (WSVM). An adjustable 

learning rate is employed as a feature extractor to train the 

DBN. Then, the characteristics are sent into a WSVN tailored 

for particle swarms. On the NSL-KDD, the solution achieves 

a binary classification accuracy of 85.73 percent. BAT 

(Bidirectional Long Short-term Memory Network and 

Attention Mechanism) is proposed by the authors of [21]. The 

BLSTM features are scanned by the attention mechanism. 

There are numerous convolutional layers in a CNN to achieve 
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a model that does not need feature engineering. The method 

has a success rate of 85.25 percent. 

IV. IDS EVALUATION METRICS 

An IDS's efficiency and efficacy may be evaluated using a 

variety of metrics, but most fall into two categories: security-

based metrics and performance metric [31, 32]. 

1) Security-Based Metrics:  
According to this group of metrics, IDS may distinguish 

between intrusive and noninvasive activities. It is possible for 

an IDS to produce one of these results: When an intrusion is 

correctly categorised as an intrusion, it's a true positive (TP), 

and when a valid activity is correctly classified as legitimate, 

it's a true negative (TN). However, when an intrusion is 

erroneously labelled as an intrusion, it's also an error. 

 Confusion matrix: This metric shows the classification 

outcome. For example, it shows if a categorization is 

correct or incorrect. Binary classification can have 

dimensions, but a multi-class classifier with various 

classes can also have dimensions. A baseline of metrics 

from which additional measures of efficacy can be 

measured, the confounding matrix is not an independent 

metric. 

 Accuracy: An IDS's ability to correctly classify test and 

validation sets is measured by this metric. 

 Precision: Percentage of categorised activities by the 

IDS that are invasive is represented by this measure. 

 Recall: this indicator is the percentage of invasive 

behaviours that the IDS classifies as intrusive.  

 F-score: A weighted harmonic mean of precision and 

recall, where accuracy is mirrored by the importance of 

recall, is the statistic known as the F-score. Multi-class 

classifications are evaluated using the F-score as well. 

The F1-score is a result of using the formula (4). Based 

on the frequency of classes, or the relevance of all 

classes, the final score is calculated [33]. There are 

several ways to evaluate binary and multi-class 

classifiers using the Gmeasure, which is the geometric 

mean of accuracy and recall. The -score is usually 

compared to the Gmeasure. 

 ROC curve: The receiver operator characteristic (ROC) 

curve is a robust measure of the sensitivity and specificity 

associated with a continuous variable it is a graph with 

two axes: a vertical axis for true positive rate (TPR) and 

a horizontal axis for false positive rate (FPR).  

As a crucial assessment metric, the area under the receiver 

operating characteristic (AUC) curve is widely recognised. 

2) Performance-Based Metrics 

i) Computational cost: the time it takes to complete a 

necessary job in order to determine whether or not an action 

is invasive or legal. Secondarily, the amount of data an IDS 

can analyse in a second is known as the "communication 

overhead." This is the IDS's throughput rate in Giga Bits per 

second, which is used to demonstrate the IDS's performance. 

iii) CPU usage: when an IDS is added to the infrastructure, 

this measure shows how much of an impact it has on the CPU.  

iv) Memory usage: the memory consumption of an IDS in 

order to perform its categorization is measured here. 

v) Energy consumption: this parameter measures how much 

more power a device uses when it is paired with an IDS. For 

hardware-limited appliances like smartphones and IoT 

devices, this is a must. 

V. PROPOSED METHOD BASED ON ARTIFICIAL 

NEURAL NETWORK  

An all-purpose modelling tool is Artificial Neural Networks 

(ANN). Convolutional Neural Networks (CNN), Radial Basis 

Function Networks (RBFN), Radial Basis Probabilistic 

Function Neural Networks (RBPN), Recurrent Neural 

Networks (RNN) and many more have been developed from 

the original concept [22]. They are a well-known and widely 

used data mining technique, capable of classification, 

regression, clustering, and time series analysis, and have a 

wide range of applications, including Natural Language 

Processing [28], Biometrics [29], discovering polynomial 

roots [30–32], and intrusion detection [33]. Assumption #1: 

An ANN mimics, to a degree, the learning capabilities of a 

biological neural network, highlighting the principles of 

neural networks found in human brains, however simplified. 
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Figure 3.6 Neural Network for current problem 

When it comes to pattern recognition, an ANN's remarkable 

modelling power comes from its tremendous malleability as 

it adapts to data. Approximation is critical when dealing with 

real-world data, when the information is ample but the 

patterns hidden in it remain undiscovered. There are several 

factors that contribute to how well a setup performs. 

An artificial neural network (ANN) learns by adjusting its 

weights based on new data sets. Because of its 

generalizability and ability to recognise correlations between 

variables, the algorithm can perform well on new, unexpected 

datasets [36]. It's like trying to pass a line, plane, or hyper-

plane through a set [37]. 

Perceptrons are artificial neural networks with only one 

computational layer. It has an input and an output layer of 

computation. The computational layer receives the data points 

from the input layer. The output layer calculation produces a 

binary value for the perceptron's forecast, which is 

demarcated by the sign of the value. Bias can be used to even 

out the distribution of wealth. 

The activation function Uv is represented by the sign in the 

equation. Artificial neural networks with several hidden 

layers can use a variety of activation functions. Rectified 

Linear Unit (ReLU) or Hard Tanh are often used in multi-

layered networks for simpler training. It is possible to express 

the regression error in terms of a difference between the 

expected and actual test values. The weights should be 

changed if the error is not zero. For all data points in a dataset, 

the perceptron is designed to minimise the least squares 

difference between the two variables: 

D. The loss function is the term given to this aim. 

All of the data in the dataset X is taken into account while 

defining a loss function, and the weights W are updated with 

a learning rate when the algorithm repeats over the complete 

dataset. Stochastic gradient-descent is the term given to this 

algorithm. 

The hidden levels of a multi-layer neural network are referred 

to as computational layers. The title itself alludes to the layers' 

black-box nature, which hides calculations from the user's 

view. All the way to the output layer, the data has been 

processed all the way from the input layer. 

The feedforward neural network [38] is the name given to the 

method described above. In most cases, the number of nodes 

in the topmost computational layer does not match the number 

of nodes in the input layer exactly.. According to the level of 

complexity of the model, the number of neurons and the 

number of hidden layers must be determined. The usage of 

hidden layers with a lower number of neurons than the 

number of neurons in the inputs provides a loss in 

representation, which in many situations improves the 

network's performance. There's a good chance that removing 

the noise from the data is to blame. 

Overfitting, also known as overtraining, can occur when a 

network has too many neurons. As a result of this phenomena, 

an artificial neural network is unable to function well when 

confronted with new data since the approximation is not 

adequately generalised. In this study, the effect on ANN 

performance of the number of hidden layers and the number 

of neurons in those hidden layers was examined (in addition 

to other hyperparameters). Topology and network structure 

are two terms that might be used interchangeably to refer to 

hyperparameters. 

Backpropagation is used. A single-layer perceptron's loss 

function is a simple function of its weights, therefore training 

it is trivial. The method becomes more difficult when there 

are numerous layers of weights interfering with each other. 

Local gradients along numerous pathways to the output node 

are summed together to calculate the Error Gradient [38]. 

There are two stages to the algorithm: forward and reverse. 

To begin, input nodes receive the data points and use them to 

calculate outcomes at successive layers using the current 

weights. The predicted outcome is compared to the training 

case. The gradient of the loss function for all weights is shown 

in the backward phase. Gradients recalculate the weights, 

starting at the output layer and working their way backwards 
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all the way to the top. A single iteration of this weight-

updating process is termed an epoch, and for ANNs, it can 

take thousands of epochs to reach convergence. 

Hyperparameter optimization is used to enhance the selected 

methods. The activation function is one of the most critical 

aspects of the Artificial Neural Network design, since the 

influence it has on the feasible outcomes is clear. As a result, 

the network is able to handle various activation functions. In 

multi-layer networks, the choice of activation function is 

critical since each layer might have its own non-linear 

activation function. In addition to affecting the ANN's output 

and convergence, each individual function can also have an 

impact on the network's overall size and scope. There are 

many activation functions Uv, however we focused on the 

four that appear most frequently in the present literature: 

 Sigmoid 

 Sigmoid horn 

 Linear Unit Rectified (ReLU) 

 Asymptotically Tangential (tanh) 

A grid search strategy is used to find the best network 

configuration since it covers the whole space of 

hyperparameters. 

Experimental setup  

The KDD'99 virus and intrusion data concerns have been 

regularly mentioned in the literature, hence NSL-KDD was 

designed to solve these issues. A benchmark dataset has been 

developed despite the fact that some of the undesirable traits 

persist. Even still, the paucity of available IDS datasets and 

the difficulties of acquiring the data make NSL-KDD a 

reliable solution for intrusion detection/malware detection 

research. 

There are approximately 5,000,000 entries in the dataset, 

which makes it both acceptable for machine learning and not 

so huge that researchers are forced to arbitrarily select areas 

of the data set. This makes it easier to compare the findings. 

An enhancement over the original KDD'99 dataset is that the 

NSL-KDD has been cleaned of redundant data. 

This dataset was developed in response to the scarcity of 

contemporary and credible cybersecurity datasets, and it is the 

first of its kind. The IDS datasets that are made accessible to 

researchers frequently have a slew of flaws, such as a lack of 

diversity in traffic, a lack of variation in attacks, a lack of 

features, and more. By abstracting the behaviour of 25 users 

across several protocols, the authors of CICIDS2017 provide 

a dataset with realistic background traffic. Over the course of 

five days, the setup was subjected to a variety of assaults, 

including malware, DoS, web and other types of attacks. Over 

eighty network flow characteristics are included in 

CICIDS2017, making it one of the most recent datasets 

available to researchers. In order to minimise the total number 

of features to 50, PCA is employed. An arbitrary number of 

characteristics was chosen based on the results of the early 

tests of the setup. The input layer of the Artificial Neural 

Network receives this reduced feature set. 

VI. RESULTS 

The results of the reinforcement learning algorithm clearly 

answer the research questions presented earlier. We have 

shown how to map the features of a Petri net to the 

reinforcement framework from (Sutton and Barto, 2018). The 

agent is the player and the action that the player can take is to 

change the transition rates. The reward is calculated by 

whether or not the player reached a success or failure place at 

the end of the episode. The state is the marking of the places. 

The environment is the Petri net itself. The reward is based on 

the final end state. All intermediate states are updated based 

on the final reward. The second question was answered by 

implementing the Petri net simulator and the machine 

learning algorithm. The results from the experiments show 

that the attacker and defender can both learn by varying their 

policies, or transition rates. The -Greedy solution allows for 

exploitation and exploration to determine the best set of 

transitions rates. Players can compete against one another to 

maximize their potential success while at the same time 

minimizing the impact of the other player. 

Both classic firewalls, on the other hand, were able to detect 

every bogus deauthentication packet.  

 
Figure 3 Predicated values in Neural Network 

The DNN technique outperformed the decision tree classifier 

in terms of false positives and accuracies. It is also possible 

to determine the sensitivity of a classifier with a high 

threshold, making it a potential foundation for the prevention 

of deauthentication attacks
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Figure 5 Predicated values (Figure) in Neural Network 

The techniques presented here can enable informed decision 

making by computer system managers and operators. Persons 

responsible for defending a computer system can benefit from 

knowledge of vulnerabilities in their systems and the relative 

likelihood of them being exploited found by the machine 

learning process. Persons responsible for attacking a 

computer system can use machine learning to plan their 

attacks. The methods can be customized to specific computer 

systems by adjusting the success and cost reward values and 

the allowable transition rates. Models of additional CAPEC 

attack patterns can be developed using the PNPSC formalism, 

and those models can be composed into more complete 

models of a specific system (Mayfield et al., 2018a). Finally, 

the PNPSC formalism can be used to model non-CAPEC at- 

tacks as well. 

VII. CONCLUSION AND FUTURE WORKS 

For this research, the goal was to demonstrate that the ma- 

chine learning method could work in principle. A primary 

area that needs further research is how to apply the models 

and the ma- chine learning algorithm to a realistic computing 

environment. The values for success, cost, and rate variables 

are all notional and currently have no relation to a real 

computing system. Obtaining realistic values relies on reports 

from system administrators and man- agers who are hesitant 

to reveal detailed information about their systems especially 

when considering the impact of an attack. Another future 

work is to build a complete example of the computing 

environment including the details on the decision process to 

choose the values previously mentioned. This example needs 

to include how the model is composed from various attack 

patterns to represent a complete system. 
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