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ABSTRACT: Tomato (Solanum lycopersicum) is among the most extensively cultivated crops globally, 

but it is particularly vulnerable to fungal, bacterial, and viral diseases, and therefore produces considerable 

losses in yield. Traditional methods of disease detection rely on manual inspection, which is laborious and 

frequently inaccurate. This paper outlines an IoT-enabled disease prediction system that incorporates 

environmental sensing, cloud computing, and machine learning for real-time monitoring and alerts for 

tomato crop diseases. IoT sensors including temperature, humidity, soil moisture, and leaf wetness were 

placed in the fields to gather data, which was then sent to the cloud with ESP32 microcontrollers. The data 

has been prepared, modelled and analyzed using machine learning algorithms, with Random Forest 

modelling feature-based disease prediction and Convolutional Neural Networks (CNNs) modelling image 

classification. The experimental results show the system achieved 90.8% accuracy when predicting the 

sensor data and 94.6% accuracy at classifying the leaf images. Alerts are generated 15-24 hours prior to 

visible symptoms. The system facilitates better informed decision-making for farmers to make decisions 

about pesticide use as it relates to increasingly pressing issue of sustainable agriculture through further 

development of disease management practices. 

Keywords: Tomato crop, IoT, Machine Learning, Disease Prediction, Random Forest, CNN, Smart Farming, 

Precision Agriculture 

I.INTRODUCTION 

Farming is a fundamental part of many economies. One of 

the most grown crops globally is the tomato (Solanum 

lycopersicum), which is an important bridge to ensure 

nutritional and economic stability across the globe [1]. 

Tomato plants are a target for diseases like early blight, late 

blight, bacterial spot, and leaf curl virus which can lead to 

reduced yields if not detected and managed [2] [3]. Then, the 

conventional approach is dented by consumers, and farmers 

or agricultural professionals are relied upon to identify 

tomato plant disease. Such identification is often subjective, 

usually takes time, and can be inefficient when assessing 

large farms [4]. The proliferation of IoT technologies 

presents a potential way to monitor conditions in real-time 

for disease prediction purposes in agriculture [5] [6][10]. 

Delivering IoT-based sensors to measure environmental 

parameters (e.g., temperature, humidity, soil moisture, leaf 

wetness) enables us to determine the environmental 

conditions in which tomato diseases will occur [7]. In 

conjunction with machine learning methods, we can 

leverage available sensor data to provide predictions, 

allowing farmers to take action before a pathogen spreads 

[8] [9][11]. 

This research work describes the design and implementation 

of an IoT-enabled tomato crop disease prediction software 

system [12][13]. Utilising a network of sensors to collect 

data, cloud computing to process and store the data and 

machine learning to predict disease. The software will 

deliver alerts and recommendations which are easy and 

direct for farmers to use in disease management. 

The main contributions of the study are: 

• Creation of an IoT system for harvesting real time 

field data. 

• Application of a machine learning model to 

diagnose tomato crop diseases from sensor data. 

• Incorporation of storage of data in the cloud as well 

as a web-based dashboard for visualization and 

farmer decision making. 

The proposed system allows for a reduction in the possibility 

of yield loss by diagnosing diseases as well as predicting 

infection, and will minimize unnecessary pesticide 

application to encourage sustainable agriculture [5] [7].
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II. SYSTEM ARCHITECTURE  

The suggested tomato crop disease prediction 

system that utilizes IoT is intended to merge 

hardware (sensors and microcontrollers), software 

(cloud storage and machine learning models), and 

user access interface for farmers. The system 

consists of a layered architecture made up a total of 

four modules: Sensing Layer, Communication 

Layer, Cloud & Processing Layer, and Application 

Layer. 

2.1 Sensing Layer 

The sensing layer consists of IoT sensors that are 

installed in the tomato field and will 

CONTINUOUSLY measure environmental and soil 

parameters associated with disease occurrence. 

• DHT22/DHT11 Sensor – measures 

ambient temperature and relative humidity. 

• Soil Moisture Sensor (Capacitive) – 

measures water content in soil. 

• Leaf Wetness Sensor – measures presence 

of moisture on leaf surface, a leading factor 

in the spread of fungal diseases. 

• Light Intensity Sensor (LDR) – measures 

levels of solar radiation for plant growth. 

• All sensors will be interfaced with a 

microcontroller (ESP32/ESP8266) to 

acquire data. 

2.2 Communication Layer 

The sensor data is transmitted wirelessly to the cloud 

using lightweight communication protocols. 

• Microcontroller: ESP32 is chosen for its 

built-in Wi-Fi and Bluetooth capabilities. 

• Protocols: MQTT (Message Queuing 

Telemetry Transport) is used for efficient 

real-time data transfer. 

• Connectivity: Data is sent via Wi-Fi or 

LoRa (for large farm 

deployments).[14][15] 

2.3 Cloud & Processing Layer 

This layer handles data storage, preprocessing, 

and disease prediction. 

• Data Storage: Sensor readings are 

uploaded to Firebase/AWS IoT Core in 

structured format. 

• Data Preprocessing: Noise filtering, 

missing value handling, and feature 

normalization are applied.[16][17] 

• Machine Learning Model: 

o Dataset: Tomato crop disease 

datasets (PlantVillage + sensor 

data). 

o Algorithms: Random Forest / 

SVM for sensor data 

classification, and CNN for 

image-based leaf disease 

detection. 

o Output: Probability of disease 

occurrence under current 

environmental conditions. 

The trained ML model is deployed in the cloud and 

integrated with real-time sensor inputs. 

 

2.4 Application Layer 

The farmer engages the system through a web 

dashboard/mobile app. 

Dashboard Functionality: 

• Live sensor data visualization 

(temperature, humidity, soil moisture, etc.). 

• Disease prediction alerts with confidence 

levels. 

• Recommendations for preventive action 

(e.g., irrigation, pesticide). 

Alert Mechanism: SMS/Push alerts when disease 

risk does exceed a predetermined threshold. 

III. METHODOLOGY 

 The approach to predicting tomato crop diseases 

utilizing IoT is a defined procedure that goes 

through input data, preprocessing, learning a 

model, predicting, and generating alert. The 

detailed steps are defined below: 

3.1 Input Data 

IoT-based sensors are placed in the tomato field and 

collect real-time environmental and soil values. 

• Temperature & Humidity: Measured using 

the DHT22 sensor. 

• Soil Moisture: Measured using capacitive 

soil moisture sensors. 

• Leaf Wetness: Measured using leaf 

wetness sensors, essential for predicting fungal 

disease risk. 

• Light Intensity: Measured using LDR 

sensors to capture sunlight hours. 

The sensors transmit the values to an ESP32 

microcontroller which collects the data and sends 

them to the cloud via the MQTT protocol. 

3.2 Data Preprocessing 
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The raw sensor data is first cleaned and prepared 

for machine learning analysis. Steps include: 

1. Noise Removal – Filtering abnormal or faulty 

readings due to sensor errors.[18][19] 

2. Missing Value Handling – Replacing missing 

data points with averages or interpolated values. 

3. Feature Normalization – Scaling sensor data 

(temperature, humidity, moisture) to ensure 

uniformity. 

4. Feature Extraction – Generating disease-

relevant features such as average daily humidity, 

temperature variance, and soil wetness index. 

3.3 Model Training 

A dataset comprising both historical sensor readings 

and labelled disease occurrences is used to train 

machine learning models. 

• Algorithms Used: 

o Random Forest & Support Vector Machine 

(SVM) for sensor-based disease risk prediction. 

o Convolutional Neural Networks (CNNs) for 

tomato leaf image classification (PlantVillage 

dataset). 

• Training Setup: 

o 70% of the dataset is used for training, 20% for 

validation, and 10% for testing. 

o Performance metrics include accuracy, 

precision, recall, and F1-score. 

3.4 Disease Prediction 

In the production environment: 

• The cloud-based ML prediction model 

continuously ingests real-time sensor data. 

• The model analyses the current environmental 

conditions and predicts probabilities of disease 

occurrence (e.g., predicted probability of early 

blight is 85%). 

• If the predicted probability exceeds a 

predefined threshold, the model indicates it is a 

high-risk environmental condition. 

3.5 Alert and Visualization 

The system provides farmers with actionable 

information through a summary of events; on the 

dashboard and through a mobile notification 

system. 

• Dashboard: Displays live sensor data, historical 

data, and disease prediction summary. 

• Alert System: Sends out an SMS or push 

notifications whenever a high risk of a disease 

event is predicted. 

• Recommendations: Provides suggestions on 

preventative actions like when to irrigate or when 

to apply pesticides. 

IV. EXPERIMENTAL RESULTS 

The IoT-based tomato crop disease prediction 

system was developed and applied in a regulated 

agricultural environment. The metrics of the system 

performance were evaluated based on acquired data 

efficiency, prediction accuracy of the model, and 

alert responsiveness. 

4.1 Hardware Deployment 

• Location: A small experimental tomato plot 

(~100 m²). 

• Sensors Used: DHT22 (temperature/humidity), 

Soil Moisture Sensor, Leaf Wetness Sensor, LDR. 

• Controller: ESP32 with Wi-Fi module. 

• Data Collection Interval: Every 5 minutes. 

• Power Source: Solar panel with rechargeable 

battery. 

The IoT node successfully transmitted sensor data 

to the cloud with 98% reliability, and packet loss 

remained below 2% over Wi-Fi. 

4.2 Dataset and Model Training 

• Sensor Data: 3 months of environmental data 

collected from the experimental tomato field. 

• Image Dataset: 15,000 tomato leaf images from 

PlantVillage (7 disease classes + healthy). 

• Algorithms: 

o Random Forest (RF) and SVM for sensor data. 

o Convolutional Neural Network (CNN) for leaf 

image classification.[20][21] 

• Training-Testing Split: 70%-20%-10%. 

4.3 Prediction Accuracy Sensor-Based Disease 

Prediction: 
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Algorithm Accuracy Precision Recall F1-

Score 

Random 

Forest 

90.8% 89.5% 91.2% 90.3% 

SVM 86.4% 84.7% 85.5% 85.1% 

 

4.4 Real-Time Testing 

• The IoT system generated alerts when 

temperature exceeded 30°C and humidity remained 

above 85% for >6 hours, conditions favourable for 

Late Blight. 

• Farmers received alerts 15–24 hours before 

visible symptoms appeared. 

• Dashboard successfully displayed live readings 

and historical trends. 

4.5 Comparative Analysis 

By contrast, in regard to manual inspection, which 

typically detects diseases only after visual symptoms 

appeared, the IoT system reduced the disease 

detection lead time by 1–23 days, which allowed for 

preventive spraying and irrigation adjustments, and 

thus reduced the severity of any disease. 

       Fig 1: Model accuracy comparison 

4.6 Main Findings 

• The use of IoT-based observation ensures 

consistent and correct data collection throughout the 

field. 

• Random Forest surpassed the SVM 

observations in regards to sensor forecasts. 

• Integration classifying imagery utilizing 

CNNs with sensor data can reach a high degree of 

accuracy. 

• Timing the early warnings from either of 

the models systemically reduced crop losses and 

unnecessary spraying on crops by farmer. 

 

         Fig 2: Sensor Data vs Disease Probability 

V. CONCLUSION 

The study designed and developed a system that 

utilizes the Internet of Things (IoT) to predict tomato 

plant diseases. The system contained components 

related to environmental sensors, cloud computing, 

and machine learning. Environmental sensing used 

low-cost sensors such as DHT22, soil moisture 

sensors, and leaf wetness sensors to gather and send 

real-time environmental data related to the tomato 

crop in the field. Both a Random Forest classifier 

applied to the sensor data and a Convolutional 

Neural Network applied to leaf images were used to 

predict disease risk with high accuracy. 

The experimental outcomes illustrated that the 

system produced greater than 90% accuracy in 

disease prediction from sensors and 94% accuracy 

in disease classification from images. The results far 

exceed the accuracy of the traditional method of 

manually inspecting crop symptoms. In addition, the 

system provided 15-24 hours advanced early alert to 

take timely preventative action before visible 

symptoms became apparent again. The results show 

that, through IoT-powered disease prediction of crop 

production, crop loss could decline, unnecessary 

pesticide use could be declined and sustainable 

agriculture could be advanced. The work of using 

sensor networks and machine learning models is a 
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valid option for farmers, particularly in areas where 

expertise in agriculture or timely disease prediction 

expertise is lacking. 
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