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ABSTRACT: Although the agricultural sector is fundamental to global food security, agri-food systems
are often perceived as providing low, wasteful, and unpredictable societal value. Agriculture using data
driven technologies rooted in the Internet of Things (IoT) and machine-learning provide a new and hopeful
mechanism for improving productivity and profitability, and by extension, sustainability of agricultural
systems. The referenced article features an implementation-oriented framework for using IoT wired
sensors, cloud storage, and model predictive for smart agriculture applications. Low-cost wired sensors
were used to gather in real-time soil, meteorological, and crop health data, which were then uploaded to a
cloud for preprocessing and analytics. Twelve separate machine leaning models were utilized, including
Random Forest (RF) for irrigation prediction, regression analyses for yield, and convolutional neural
networks (CNN's) for disease prediction, which provided action insights in time. Experimental data showed
92% irrigation prediction accuracy, 8% mean absolute error for yield estimation, and disease prediction
classification accuracy of 95%. These data support the idea that data driven agriculture can facilitate
decision making, improve resource use efficiency and contribute to sustainable agriculture.

Keywords: Data-driven agriculture, 10T, Machine learning, Precision farming, Crop yield prediction, Smart
farming, Disease detection, Cloud computing

LINTRODUCTION

Historically, agriculture has depended on human
experiences, knowledge that was specific to the season,
and physical observations. Due to rising food needs,
changing climates, and resources limitations, it is clear
that traditional farming is becoming progressively less
helpful [1]. Therefore, farmers are frequently relying
upon guess work on day-to-day decisions such as
irrigation cycles, fertilizers, and pest management.
Guessing implies that the farmer is likely to apply extra
inputs that are not necessary which results in reduced
yields and profitability [2].

Data-driven agriculture is a new opportunity to convert
agriculture into a principle-based, efficient, precise,
and sustainable practice [3]. Data-driven agriculture
provides an opportunity to collect agricultural data in a
systematic way from multiple sources, including IoT
sensors, satellite-derived data, and weather stations,
which can be processed, analyzed, and modelled to aid
in deciding on best practices for farm management.
Unlike previous approaches, data-driven systems take
advantage of machine learning algorithms and
computing capabilities offered through the cloud to
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allow farm management practices to integrate "real-
time" actionable insights [4][5][8].

Through the use of data-driven agriculture, farmers are
able to:

e  Assess field-level soil and crop health in real-
time.

e Enhance fertilizer and water use efficiencies
through predictive analytics.

e Identify diseases and pest pressures in crop
fields at early stages.

e Provide productivity estimates to assist with
marketing forecasts.

This paper discusses an implementation-based study of
data-driven agriculture using IoT-enabled data
acquisition, cloud-based data storage, and machine
learning models used for predictive analytics and
decision support [9]. The objective of this data-driven
system is a low-cost sensor interfacing with
microcontrollers for data acquisition and subsequent
relay to a cloud-based platform, which will store and
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process data toward insights for irrigation, fertilization,
and crop disease identification [9][10].

In this study, we propose that a data-driven farming
system can be implemented in a practical and
operational farming environment. The results reported
in this paper provide evidence of the feasibility of data-
driven farming systems to improve productivity,
reduce input costs, and support the sustainability of
agricultural practices [3][7].

IL.SYSTEM ARCHITECTURE
2.1 Network and Processing Layer
This layer operates as the middleware between sensors
and decision-making modules; data transmission,
storage, and preprocessing occur in this layer.
* Data Transmission: IoT devices transmit data
packets to the cloud via Wi-Fi/LoRa gateways.
* Cloud Storage: Data is stored on Firebase/AWS IoT
Core.[11][12]
* Data Preprocessing: In this layer, preprocessing
noise removal, normalization, and feature engineering
are accomplished using Python (Pandas, NumPy).
Machine Learning Models:
e Random Forest for irrigation prediction.
e Regression/XGBoost for yield prediction.
e (NN for crop disease detection. [13][14]
2.2 Application Layer (Decision Support Layer)
The real-time insights and recommendations will be
provided to farmers through a dashboard or mobile app.
e  Visualization: Farmers will have a dashboard,
e.g. with Grafana or Power BI, that allows
them to monitor soil and weather parameters.
e Decision Support: Predictions made by the
ML model will be converted to actionable
recommendations. [15][16]
Farmer Alerts: Alerts (via SMS/Mobile App) to
farmers, for example:
e  “Soil moisture is low, irrigate in the next 6
hours.”

e “Disease  detected: Apply fungicide
immediately.” Estimated Wheat yield is 2.3
tons/acr.

HIL.METHODOLOGY

The methodical structure in this study uses a four-
phase implementation strategy: data acquisition,
preprocessing, predictive modelling, and decision
support. An overview of the overall workflow is
presented in Figure X (System Workflow).

3.1 Phase 1: Data Acquisition

A crucial part of the study focused on collecting
real-time data from the agricultural field using IoT-
enabled sensors and cameras in Phase 1. The
following parameters have been measured in this
phase:
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 Soil Parameters: soil moisture, soil
temperature, and soil pH.
*  Climatic Conditions: air temperature, relative
humidity, and total rainfall.
*  Crop Health: images of plant leaves taken
through the camera module to detect diseases.
Hardware Used:
* ESP32/Arduino was used as the
microcontroller to integrate the sensors.
*  DHT22 sensor for temperature and humidity.
* Soil moisture and pH sensors for soil
properties.
+ Camera module (Raspberry Pi Camera or
ESP32-CAM) to take images of the leaves.
+ LoRa/Wi-Fi modules for data transmission.
The data was transmitted to the cloud platform
(Firebase/AWS IoT Core) every 10 minutes
interval.
3.2 Phase 2: Data Preprocessing
The data we collected in the earlier phases was
usually messy with missing values, noise, or
erroneous outliers. Our preprocessing steps
consisted of the following:
» Data cleaning step: Duplication and erroneous
readings were removed.
+ Interpolation: Missing sensor values were
filled in.
*  Normalization: Features had to have a similar
range (0-1), therefore scaling was performed.
Feature engineering:
* Soil moisture index = (Moisture reading / Max
moisture capacity).[17][18]
* Growing Degree Days (GDD) = ), (Daily mean
temp — base temp).
* For vegetation indices (NDVI), we based the
computation on the leaf images.
3.3 Phase 3: Predictive Modelling
Machine learning was used for a range of agricultural-
related decision-making tasks described below:
Irrigation Prediction.
* Input: Soil moisture,
rainfall.
+ Algorithm: Random Forest Classifier.
e Output: Binary Decision whether irrigation is
needed (Yes/No).
Crop Yield Prediction.
+ Input: Soil parameters, weather, crop growth stage.
* Algorithm: Multiple Linear Regression and
XGBoost. [21]
*  Output: Predicted crop yield (kg/acre).
Disease Detection.
* Input: Leaves images.
* Algorithm: Convolutional Neural Network (CNN).

temperature, humidity,
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e Output: Classification of plant disease (e.g. Early
Blight, Leaf spot, Healthy).

3.4 Phase 4: Decision Support System

The visualizations of the processed data and model
outputs were displayed on a dashboard (Grafana /
Custom Web App) along with alerts and
recommendations sent to farmers via a mobile app.
Some examples of recommendations included:

*  “Soil moisture below threshold: Irrigate in next 6
hours.”

*  “Nitrogen deficiency detected: Apply 40kg/acre
urea.”

*  “Leaf spot detected: Use fungicide spray.”

IV.RESULTS

4.1 Experimental Design

The configuration and testing of the proposed system
were carried out in a pilot farm setting (10 acres, wheat
crop). An IoT device (ESP32 microcontrollers, DHT22
sensors, soil moisture sensors and soil pH sensors)
were deployed across three plots in a field. To capture
images of the leaves, a Raspberry Pi camera module
was deployed. The data was subsequently sent to a
cloud-based database (Firebase) via Wi-Fi at intervals
of 10 minutes.[19][20]

* The programming languages used were Python and
Arduino C.

* The following libraries were used: scikit-learn,
TensorFlow, Pandas, NumPy.

* The visualization used in the system was a Grafana
dashboard connected to the Firebase database.

* For machine learning models, Random Forest,
Linear Regression and CNN were used.

4.2 Dataset

* Sensor Data: Collected over one cropping season
(Kharif 2024).

* Plant Disease Images: PlantVillage dataset (54,000
leaf images, 14 crop species, 26 diseases).

* Yield Data: Historical wheat yield records (2015—
2023) from government agriculture department.

4.3 Performance Evaluation

1. Irrigation Prediction

o Input features: soil moisture, air temperature,
humidity, rainfall.

o Model: Random Forest Classifier.

o Result: Achieved 92% accuracy in predicting
irrigation requirement.

o Example: System correctly identified 34 out of 37
irrigation events.

2. Crop Yield Estimation

o Model: Multiple Linear Regression + XGBoost.

0o Metric: Mean Absolute Error (MAE).

o Result: MAE = 8% compared to actual yield.
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o Example: Predicted yield of wheat = 2.3 tons/acre,
actual = 2.5 tons/acre.
3. Disease Detection
Model: Convolutional Neural Network (CNN).
Training set: 80% of PlantVillage dataset.
Testing set: 20% of dataset + field images.
Result: 95% classification accuracy on test
images.
o Example: Correctly identified early blight and leaf
spot in wheat leaves.
4.4 Visualization
The real-time monitoring dashboard (Grafana)
effectively displayed the soil moisture, temperature,
and humidity data to the farmer. Additionally, via
mobile interface with access to crop data, growers
viewed information on:
e Sensor readings updated every 10 minutes.
e Irrigation recommendations (e.g., “Irrigation
needed within next 6 hours™).
e Plant disease alerts (e.g., “Leaf spot detected,
apply fungicide”).
4.5 Discussion

o O O O

This study presents the successful application of a data-
centric agriculture system that integrates loT-enabled
sensing, cloud computing (cloud), and machine learning
(ML) capabilities for smart farming. Our proposed
architecture allowed for efficient real-time collection of
soil, weather, and crop health data, and provided
preprocessing and predictive models to produce
actionable insight for farmers. Experimental validation
demonstrated the proposed architecture was promising
with irrigation prediction achieving 92% accuracy in
reducing water waste, yield monitoring leading to only
8% prediction error improvements for better planning,
and disease monitoring The result of the study reflects
that the system has the capability to validate precision
agriculture through accurate and on-time predictions
and recommendations. The irrigation model reduced
unnecessary water use (by ~18%), and the disease
detections allowed for early intervention and minimize
crop loss. The findings of this investigation demonstrate
that the integration of IoT and machine learning can
meaningfully improve grower decision making.

V.CONCLUSION

By wusing CNNs achieving 95% accuracy for
intervention. The findings confirm that data-driven
approaches enhance resource utilization, increase crop
yields, and can improve sustainability through
evidence-based recommendations related to the
conditions in the field as opposed to just intuition-
based recommendations. Future work can focus on
introducing edge computing to provide farmers with a
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model that fast tracks the predictions right in the field,
using blockchain for data sharing and transparency in
the supply chain, scaling the system to multiple crops
and larger farms, and using predictive weather models
to support decision making. Overall, this study has
demonstrated that data-driven agriculture can replace
traditional agriculture with a precise, efficient, and
sustainable practice; sustainable food security as a
response to population growth and climate change are
possible with data-driven practices.
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