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ABSTRACT: As online financial payment methods grow quickly, Fraud detection remains a significant issue for
the properness and reliability of payments. Typical rule-based methods and machine-learning-based methods are
difficulty detecting fraud on the unique and limited data from the statistical and highly evolving environment of Fraud
data. This paper proposes a new fraud detection system for online payment systems leveraging and aggregating three
Al detection methods: XGboost, Long Short-Term Memory (LSTM), and Graph Neural Networks (GNN). Each of
these methods is capable of live processing of transactions, decision-making, and learning from feedback in a systemic
architecture. Experiments validated on the Kaggle Credit Card Fraud Dataset found that using our aggregation
approach increased the classification accuracy rate to 99.6% accuracy, and an F1 score rate of 0.92, substantially
improving logical regression and random forest method models. These results reinforce our argument that Al-
aggregated models detecting fraud will provide better measures for fraud while maintaining a low false positive ratio
than other AL It was determined our findings confirm Fraud detection systems based on Al can provide a uniform,
manageable, and adaptable utility to serve online payment system fraud detection. Our assembling process shows
promise towards potentially entering a productive environment, but it may vary in terms of reduction in compute
processing and latency of fraud detection to be more practical.
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financial security, imbalanced data, real-time detection.
I. INTRODUCTION

The measures taken in the engagement of digital financial
services are changing the way consumers, businesses, and
others conduct their payment transactions. Digital or online
payments, including credit card payments and person-to-
person payments, are a substantial sector of the global
economy. With this movement, the financial systems are also
prone to higher risks of threats in cyberspace. Fraud, including
phishing, account takeovers, and card-not-present (CNP) like
fraud stemming from identity fraud, has dramatically
increased resulting in billions of dollars in loss of finance and
lower trust by consumers. Estimates suggest that online
payment fraud loss could exceed $400 billion worldwide by
2030. Therefore, urgency will naturally worsen if we cannot
improve our fraud detection [9][11].

Fraud detection systems that are based on traditional systems,
which rely on static rules, signatures, and heuristics, are
usually not well-equiped to adapt to the new fraudster
behaviours. The apparent shortcomings of the traditional illicit
use detection systems include; a high number of false-
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positives which create an inconvenience for the legitimate
user, and a fundamentally inability to detect sophisticated
fraudulent behavior through time. In this regard, Artificial
Intelligence (Al), more specifically machine learning (ML),
and deep learning (DL) provide an undeniable advantage
because they are adaptive, scalable, data driven, and clearly
standing apart in their capability to define subtle changes in
transaction behavior [7][8]. A number of Al-based models are
able to re-based their decision based on the computing of
transaction data to detect unseen transaction fraud in a real-
time response to future fraud and for the improvement of user
experience, trust, and sense of security. [1][2][3].

This paper focused on Al-driven fraud detection in online
payments[12][15][16]. Specifically, we examine how machine
learning and deep learning models are more effective than
traditional systems. We conduct a review of contemporary Al
development to analyze and compare Al and conventional
models and networks, highlight and quantify gaps in current
literature, and contribute to conceptualizing and implementing
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an agreed framework for adaptive Al-driven fraud detection,
accounting for issues of scalability, privacy, and adversarial

robustness [4][5][10].

ILLITERATURE REVIEW

Table 1: Related work

fraud  detection via

context encoding and
adaptive  aggregation,
ScienceDirect, 2024

false positives in fraud detection.

raw transactions.

Ref Findings Limitation Dataset

Tang, Y. et al., Credit | Proposed a Federated Graph Learning | High communication | Proprietary financial
card fraud detection | (FGL) model combining GNN with | overhead in federated | transaction data (not
based on federated | federated learning for cross-institution fraud | learning; scalability | publicly shared due
graph learning, Expert | detection. Achieved improved accuracy | issues with large | to confidentiality).
Systems with | while preserving data privacy. institutions.

Applications, 2024

Sehrawat, D., Auto- | Designed a hybrid Autoencoder + LSTM | Requires significant | Public Kaggle Credit
Encoder and LSTM- | model to capture sequential patterns in | computational resources; | Card Fraud Dataset
Based Credit Card | transactions. Reported high recall and | deep models behave like | (2013 European card
Fraud Detection, | reduced false negatives compared to | black boxes (low | transactions).
Springer, 2023 traditional ML. interpretability).

Purwar, A., Credit card | Demonstrated  that ~XGBoost  with | Still prone to false | Public Kaggle Credit
fraud detection using | oversampling/undersampling techniques | positives; requires | Card Fraud Dataset.
XGBoost for | improves fraud detection on imbalanced | careful parameter tuning.

imbalanced data, ACM, | datasets. Outperformed logistic regression

2023 and random forest.

SciDirect Introduced a GNN with adaptive | High computational | Proprietary bank
(Anonymous), Graph | aggregation and context encoding for | complexity; requires | transaction dataset
neural  network  for | transaction networks. Significantly reduced | graph construction from | (details not public).

Abdul  Salam, M., | Implemented federated learning | Performance depends on | Public Kaggle Credit
Federated learning for | frameworks (TF Federated, PyTorch-FL) | consistent data | Card Fraud Dataset
credit  card  fraud | for fraud detection across multiple banks. | distribution across | (extended with
detection, Neural | Achieved privacy-preserving training with | institutions; simulated data).
Computing and | competitive accuracy. communication latency
Applications, 2024 can affect real-time
detection.
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HIL.SYSTEM ARCHITECTURE

The proposed system architecture for Al-driven fraud
detection in online payments is designed to provide real-time
analysis, decision-making, and continuous learning. It
consists of the following layers:

1.

2.

6.

Transaction Input Layer

o This is the entry point where online
payment transactions are initiated via e-
commerce platforms, banking
applications, or payment
gateways.[17][18]

o Each transaction carries details such as
amount, merchant ID, device information,
and user behavior metadata.[19][20]

Data Preprocessing & Feature Engineering Layer

o Raw transaction data is cleaned,
normalized, and enriched with contextual
attributes like geolocation, IP reputation,
past user activity, and device fingerprint.

o Feature engineering extracts behavioral
patterns such as transaction velocity,
frequency, and deviations from historical
norms.[21][22]

Monitoring & Security Layer

o Provides real-time dashboards for
fraud analysts.[23][24]

o Includes alerting mechanisms for
abnormal patterns and ensures
system integrity with secure APIs
and encryption.[25][26]

IV. EXPERIMENTAL RESULT

The effectiveness of the suggested Al-based fraud detection
system was assessed using a benchmark dataset to determine its
proficiency in detecting fraudulent transactions in online
payments. The assessment was based on the Kaggle Credit Card
Fraud Dataset (European transactions, 2013); this dataset has
284,807 transactions and includes 492 fraudulent transactions;

as such, it is

a highly imbalanced dataset (0.172%

fraud).[27][28]

Evaluation Metrics

To measure performance, the following metrics were used:

Accuracy — overall correct predictions.

3.

AI/ML Inference Layer
o Multiple Al models are deployed here, such
as LSTM for sequence analysis, XGBoost
for imbalanced classification, and Graph
Neural Networks for relational detection.
o Each model outputs a fraud probability
score, which is aggregated into a unified
risk score through an ensemble mechanism.
Decision Engine Layer
o Based on the risk score, the system
automatically determines whether to
approve, flag for manual review, or
decline the transaction.
o Business rules and regulatory compliance
thresholds are integrated to align Al
decisions with financial policies.

5. Feedback & Model Update Layer

o Final outcomes (e.g., confirmed fraud, false
positive, genuine transaction) are stored and
used to retrain models.

o The feedback loop ensures adaptive
learning and improved accuracy over time.

TRANSACTION INPUT LAYER ]

l

DATA PREPROCESSING &
FEATURE ENGINEERING LAYER

!

AlI/ML INFERENCE LAYER ]

|
H Action ]

DECISION ENGINE LAYER
FEEDBACK & MODEL UPDATE
B LAYER .

fr | f— —

|
Precision — proportion of detected frauds that are
actual frauds.[29][30]

Recall (Sensitivity) — ability to correctly identify
fraudulent cases.

F1-score — balance between precision and recall.

AUC-ROC - ability of the model to distinguish
between fraud and legitimate transactions.

Model Comparison

The system deployed an ensemble approach combining against traditional machine learning baselines (Logistic
XGBoost, LSTM, and GNN models. Results were compared Regression and Random Forest).
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Table 2: model comparison

Model Accuracy | Precision | Recall | Fl-score | AUC-ROC
Logistic Regression 97.6% 0.82 0.61 0.70 0.88
Random Forest 98.3% 0.89 0.72 0.80 0.92
XGBoost 99.1% 0.91 0.77 0.83 0.95
LSTM 99.3% 0.93 0.81 0.86 0.96
GNN (Transaction Net) 99.4% 0.94 0.84 0.88 0.97
Proposed Ensemble (XGBoost + LSTM + GNN) | 99.6% 0.96 0.88 0.92 0.98
Key Findings Limitations
e The ensemble model significantly outperformed e The models require substantial computational

baseline methods, particularly in recall, which is
critical for minimizing missed fraud cases.

The AUC-ROC of 0.98 indicates excellent
discrimination capability between fraudulent and
legitimate transactions.

While accuracy remained high across all models,
ensemble learning improved robustness against

resources for training, particularly the LSTM and GNN.
Real-world deployment may face latency issues in high-
volume transaction environments.

Performance can vary when applied to proprietary
datasets with different fraud patterns.

class imbalance.

V. CONCLUSION

This study exemplified how fraud detection systems
enabled with artificial intelligence (AI) could support
the security of online payments. Using the state of the
art features, XGBoost, long-short-term memory
(LSTM), and Graph Neural Networks (GNNs)
combined in an ensemble approach, the ensemble
model achieved considerable improvements in
accuracy, precision and recall over traditional
methods. In summary, the proposed architecture
supports not only real-time decision making and a
feedback loop of continuous learning but also adapts
to increasing patterns of fraud without degrading
performance. The results from the studies indicated
that ensemble artificial intelligence is suited for
addressing class imbalance in fraud detection without
excessive false positive rates to mitigate risk to user
friction. However, high transaction volumes sustained
against computational load with  real-time
measurement and scalability issues remain a
challenge. Overall, Al through fraud detection offers
an interesting and scalable option to protect digital
financial ecosystem, reduce risks of monetary loss,
and enhance customers’ confidence when dealing
online payment systems, in the long run. Future work
can include using federated learning with privacy-
preserving interventions from the participating
organizations and include adversarial robustness
methods against adaptive antagonists.
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